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Abstract

Governments operate large-scale credit assistance programs to promote the entry
and survival of small firms. We study their effects on welfare and competition by
analyzing the Small Business Administration’s 7(a) program—the largest credit guar-
antee scheme in the United States. We develop and estimate a model of firm behavior
with credit constraints using confidential Census microdata from the hotel industry,
the program’s largest recipient. Counterfactual analysis reveals that the program ex-
pands credit supply to inefficiently credit-constrained firms. We estimate that 7(a)
guarantees cost $24 million and raise total welfare in targeted hotel markets by $54
million. Of these gains, $31 million come from valuable firms that fail to operate
without guarantees, and $23 million from enhanced competition that lowers prices
and expands markets. To understand how targeting can improve program design,
we examine alternative allocations of 7(a) awards. Directing funds to concentrated
markets increases consumer welfare by promoting entry, while awards in larger, less
concentrated markets primarily benefit hotels by reducing exit and borrowing costs.
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1 Introduction

Credit frictions distort firm entry and exit, with direct consequences for competition and
welfare.! These distortions are especially acute for small businesses, which rely on debt
and systematically face binding credit constraints.? In key service industries, these small
firms account for a majority of revenue.> When credit frictions suppress their entry or

accelerate their exit, market structure shifts—and with it, the distribution of gains.

Recognizing credit frictions as a policy concern, governments have intervened at
scale through credit assistance schemes. Between 2010 and 2019, the world’s ten largest
economies supported over $1 trillion of small business loans through credit assistance
programs.? These programs often cite competition as a central objective: the U.S. Small
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Business Administration (SBA) seeks to “preserve free competitive enterprise,” while
India’s NITI Aayog® describes small firms as drivers of “vigorous competition.” Yet
whether such programs deliver on that promise remains unclear. If assisted credit
reaches financially constrained and surplus creating firms, it may enhance competition
and lower prices. But if it simply subsidizes firms that steal business from competitors
without generating additional surplus, such programs may induce excessive entry with
little social benefit—concerns that are reflected in ongoing Congressional scrutiny of SBA
lending.®

In this paper, we study the welfare effects of credit assistance to small businesses.
We focus on credit allocation from loan guarantees, and examine their effects on market
expansion and price competition. Our empirical setting is the SBA’s 7(a) program—the
largest credit-assistance scheme for U.S. firms—between 2010 and 2019. The 7(a) pro-
gram provides loan guarantees to lenders and primarily targets service firms. We begin
by showing that the program increases firm entry and reduces exit, using loan award data

linked to firm-level Census micro-data. To evaluate the program’s welfare consequences,

Midrigan and Xu (2014)

2In the 2020 Small Business Credit Survey (fielded pre-pandemic), only 20% of financially healthy small
firms reported having sufficient cash reserves to maintain normal operations during a two-month revenue
loss. Among the remainder, 17% indicated they would have to close if unable to manage the shock.
See Federal Reserve Banks (2020), Small Business Credit Survey: 2020 Report on Employer Firms Separately,
the OECD (2019) reports that new and young firms face systematically more restricted access to finance
than established firms, particularly for fixed investment and working capital. See OECD (2019), SME and
Entrepreneurship Outlook, Chapter 6. (Mills, McCarthy, and Mayer 2014)

3Small firms’ share of revenue in the U.S.: 56% in accommodation and food services, 54% in professional
services, 82% in personal care.

4 Authors’ calculations, see Appendix 9.1

>The Government of India’s premier policy think tank and planning body.

6Dilger (2019) and U.S. Small Business Administration Office of Inspector General (2019)



we develop a model of service-sector firms with entry, exit, and financial frictions. In
our model, we explicitly micro-found lender behavior and depart from reduced-form
descriptions of loan supply (Adams, Einav, and Levin 2009; Crawford, Pavanini, and
Schivardi 2018; Hennessy and Whited 2007). This structure allows us to conduct coun-
terfactual analyses of credit policy, quantify the value of current 7(a) awards, and assess

alternative program designs.

We begin our analysis by examining the 7(a) program’s direct effects on firm entry and
exit. To study exit, we implement a matched difference-in-differences design. Awarded
firms are matched to controls within industry-age-award-year bins that have a similar
propensity to receive 7(a) assistance, based on revenue, employment, and growth. This
allows us to compare treated firms to control firms with similar ex ante probability of
receiving 7(a) awards, but different award status. We find that 7(a) awards reduce the
probability of exit by nearly one percentage point over a five-year horizon—a 22% decline

relative to the baseline exit rate.

Having analyzed effects on exit, we next examine how the program affects firm en-
try. We use cross-market variation in 7(a) loan volume to study how increases in award
amounts affect new business formation. To address endogeneity in lending, we follow
Greenstone, Mas, and Nguyen (2020) and construct a shift-share instrument. The instru-
ment interacts each market’s pre-period bank exposure with national changes in bank
lending across years. This approach isolates quasi-exogenous changes in city-level 7(a)
lending driven by historical bank presence. Banks experience idiosyncratic shocks to
lending, which creates variation across cities based on bank footprint. We estimate that

a 10% increase in 7(a) loan volume leads to a 1.7% increase in firm entry.

To assess the welfare implications of increased entry and reduced exit from 7(a) assis-
tance, we develop a model. The model features two markets: an accommodation market,
where guests purchase hotel services, and a debt market, where hotels demand loans.
These markets interact: hotels compete in the accommodation market and earn profits,
which they use to secure debt and finance their operations. In turn, debt allocation de-
termines entry and exit of hotels, which shapes the competitiveness of accommodation

markets.

In the accommodation market, competition determines hotel profitability. Hotels sell
rooms to guests and generate profits. Their earnings vary across years depending on
demand conditions, operating costs, and the degree of local competition. These profits
serve as the basis for loans, as hotels pledge future income to obtain financing.

On the demand side of the debt market, hotels borrow to finance entry and ongoing



operations. When a hotel enters, it takes on debt to cover its entry cost. Part of this cost
is real estate expenses, financed through a fully recoverable loan that is repaid via stable
mortgage payments. The remaining expenses—furniture, equipment, advertising, and
cash reserves—are financed through a loan that carries an interest rate reflecting its risk.
Once a hotel begins operating, it repays its debt from its profits. If profit falls short, the
hotel demands additional loans to roll over its liabilities. This is only possible until it
reaches a maximum level of debt, namely the debt limit, beyond which lenders refuse
further credit. When a hotel is unable to obtain necessary funds, it defaults and exits the

market.

Lenders form the supply side of the debt market and determine the allocation of
credit. They are perfectly competitive and set interest rates based on default risk. This
risk is costly because lenders only recover a fraction of their loan when borrowers default,
called the recovery rate. Anticipating these losses, lenders charge higher interest rates
to compensate for greater risk. Consequently, larger loans, which are less likely to be
repaid, carry higher rates. Beyond a point, higher rates can no longer offset default risk,

and borrowers become ineligible for additional credit. This point defines their debt limit.

The model’s key friction arises from three features: hotels rely entirely on debt for
financing, lenders recover only part of their loans in default, and profits are volatile.
Because hotels borrow only through debt, lenders cannot vary repayments across differ-
ent profit outcomes. When profits are low, some firms default and lenders incur losses.
Lenders raise interest rates to cover this risk, but higher rates also increase the likelihood

of default, preventing full compensation. As a result, credit supply is limited.

Loan guarantees expand credit supply by altering lenders’ recovery rate. The SBA 7(a)
program lowers lenders’ losses by providing partial guarantees in the event of default.
A higher recovery rate makes loans less risky for lenders. This expands debt limits and
lowers interest rates for hotels, making them more profitable. This encourages entry
in markets, and enables firms to survive longer. As a result, accommodation markets

change, shifting prices and welfare.

We estimate our model in stages, beginning with consumer demand. For this pur-
pose, we combine Census microdata on firm revenue with a collected dataset of hotel
prices. Using a nested logit demand system, we capture consumer price sensitivity and
substitution patterns among close alternatives within four nests—hotels, motels, other
accommodations and an outside option. We address price endogeneity using competi-
tor characteristics as instruments. Our estimates imply that consumers are highly price

sensitive: the median own-price elasticity across hotels is 5.1, with a mean of -5.4 . The



estimated nest parameter is 0.65, which implies significant within-group substitution and

business-stealing effects.

Next, we estimate the parameters governing credit markets and firm dynamics. The
key parameters include the degree of profit uncertainty, which determines underlying
volatility, the magnitude of entry costs, which shape entry barriers and firm indebted-
ness, and the recovery rate, which determines lenders’ losses in default. We obtain the
average recovery rate from 7(a) loan-level default data, which show that lenders recover
61% of principal upon default. We identify entry barriers by observing patterns of entry
in the data. The model then links profit volatility to firm exit through its effect on credit
limits. This allows us to identify features of the profit stream from exit data alone. Thus,
we estimate our model using economic data on entry, exit, and revenue. This feature is
crucial for our setting where, as is typical, rich firm-level financial data are unavailable

for small businesses (Brown et al. 2024).

Our estimates indicate substantial profit uncertainty: the standard deviation of demand-
driven profit changes equals roughly 37% of mean firm-level profits. Operating cost
shocks are large and account for higher exit among smaller firms—for firms in the bot-
tom 5% (by profit), the standard deviation of operating costs is nearly 60% of mean
profits. Low recovery rate and volatility imply that firms can borrow between three to
four times their annual variable profit as working capital. Accounting for variable costs,
the estimates imply that firms earning less than $38,000 in annual operating profits fail

to break even in expectation.

Using the estimated model, we evaluate the program’s welfare effects. By comparing
outcomes in counterfactuals with and without 7(a) assistance, we find that credit frictions
significantly restrict efficient firm entry and survival across our sample hotel markets.
The 7(a) program expands credit supply and increases total welfare by $54 million. These
gains come at a fiscal cost of $24 million in guarantee payouts, implying a positive net

benefit and a return of $2.25 per dollar of public expenditure.

We decompose the total welfare gains into two components: gains from a larger set of
options and from stronger competition. Of the total welfare increase, $31 million reflects
value added by the presence of additional options in the accommodation market. On
net, 7(a) awards increase credit allocation towards valuable hotels that expand the scale
of the market, but were previously credit constrained. About $23 million reflect gains
from increased competition. More firms enter and remain active, competition intensifies,
and prices fall—by 0.6% on average, and up to 23% in the most concentrated markets.

Cheaper prices create substantial benefits for price sensitive consumers in these markets.



We now turn to the incidence of 7(a) program benefits. Consumers are the largest
beneficiaries, gaining $46 million—nearly half from lower prices, and the remainder from
having a larger set of hotels to choose from. These gains are geographically concentrated:
the most concentrated decile of markets, which represents 8% of revenue, account for
over 20% of total consumer surplus. Hotel surplus increases by approximately $8 million,
but with significant heterogeneity across markets and firms. Marginal entrants—hotels
that enter only because of the program—gain surplus at the expense of incumbents due
to significant business stealing effects. After accounting for hotel entry costs and exit by
incumbents, net producer surplus declines slightly in markets with new entry. Hotels
that receive 7(a) awards, but are not marginal entrants, create welfare cost-effectively. A
7(a) award lowers their borrowing costs and extends firm survival. This credit expansion
does not incur large fiscal costs, since awards reduce exit probability and associated

guarantee payments, partially offsetting the cost of credit assistance.

We then examine how program targeting can improve welfare outcomes. As a sim-
ple exercise, we shift 7(a) awards to more concentrated markets, measured by HHI.”
Specifically, we remove awards from the least concentrated third of markets, and double
awards in the most concentrated third. Relative to a no-7(a) baseline, this new allocation
increases consumer surplus by $52 million and producer surplus by $5 million, at a fiscal
cost of $30 million, resulting in a lower multiplier (relative to current 7(a) awards) of
nearly two. These results are consistent with our earlier finding that consumer gains are
concentrated in less competitive markets, while producer gains from new entry remain
limited due to substantial business-stealing effects.

Finally, we consider an optimal allocation of program funds under different welfare
weights. In our simple exercise, we divide market-firm combinations into a two di-
mensional grid by profit and HHI. The government allocates awards within profit by
HHI bins with zero or one probability. We consider two scenarios—one where govern-
ment values consumer and producer surplus equally, and one where the government
only values consumer surplus. Under either scenario, the optimal award scheme avoids
the smallest 20% of hotels. While they can increase surplus, especially in concentrated
markets, these hotels have a higher exit rate since they are substantially affected by op-
erational costs, especially in their early, highly indebted years. Any gains created over
their short life-span are not cost effective, and excluding them significantly increases the

fiscal multiplier.

We find that when consumer and producer surplus are equally important, the optimal

7Herfindahl-Hirschman Index



allocation awards mid-profit firms—in the 20th-80th percentiles—in concentrated mar-
kets with many hotels. In these markets, 7(a) awards rarely induce marginal entry, almost
exclusively in the wake of firm exit (new entry in markets with many firms is atypical,
similar to Bresnahan and Reiss (1991)). Instead, 7(a) awards decrease hotel borrowing
costs, increase hotel dividends and decrease exit. In the absence of new entry costs, and
reduced fiscal costs due to exit, the program is cost-effective. Under this award scheme,
consumer welfare rises by $45 million, hotel welfare by $130 million, and the government

pays $40 million in guarantees—implying a return per fiscal dollar above four.

Under a consumer-focused weighting, the optimal policy shifts towards hotels in the
most concentrated markets, where 7(a) encourages new entry, lowers prices and expands
consumer surplus. Producer gains, however, remain limited: business stealing erodes
incumbent profits, and entrants’ fixed costs offset part of their profits. Even so, removing
support for the smallest 20% of hotels reduces guarantee payments and enhances cost-
effectiveness. In this case, the policy yields $150 million in consumer surplus and $35

million in producer surplus at a fiscal cost of $45 million.

Taken together, our results highlight three broad insights for credit policy. First,
credit constraints in service industries—such as the small hotel markets we study—can
meaningfully distort market structure, with consequences for welfare. Second, credit
guarantees like 7(a) awards can generate welfare gains cost-effectively by expanding the
supply of previously constrained firms. Credit guarantees accomplish this by insuring
lenders against default, which expands firms’ access to capital, increases firm supply,
and strengthens competition. However, these gains are uneven: non-beneficiary firms are
hurt by increased competition and business-stealing effects. Finally, the effects of credit
assistance depend critically on program targeting. Optimal program design therefore
requires careful targeting aligned with the planner’s welfare objective.

Related Literature We contribute to a large literature that studies how small business
credit assistance programs affect firm outcomes. Loan-guarantee schemes have yielded
mixed results: some papers find sales, employment and productivity gains (Banerjee and
Duflo 2014; Bazzi et al. 2023; Brown and Earle 2017), while others document limited real
impacts or higher default risk (Greenstone, Mas, and Nguyen 2020; Lelarge, Sraer, and
Thesmar 2010). Related work on banks and guarantees studies how lenders mediate
changes in debt markets (Bachas, Kim, and Yannelis 2021; Stillerman 2024). We extend
this literature by quantifying equilibrium effects of loan guarantees on downstream market
structure. Studying how the 7(a) program affects competition and expands hotel markets,

we identify a substantial and previously unexplored benefit of loan guarantees.



More broadly, our paper connects to research showing that financial frictions shape
economic outcomes. Foundational theories of debt, limited pledgibility and collateral
point out the importance of financial frictions on markets (Hart and Moore 1994; Holm-
strom and Tirole 1997; Kiyotaki and Moore 1997; Townsend 1979). Subsequent empirical
work in macroeconomics demonstrates that credit influences investment, entry, and pro-
ductivity (Buera, Kaboski, and Shin 2011; Cavalcanti et al. 2021; Midrigan and Xu 2014).
Recent research emphasizes two key insights: much lending relies on cash-flow-based
finance rather than fully secured collateral (Kermani and Ma 2020), and that recovery
frictions—arising from asset specificity, distress-related degradation, and legal recovery
costs—significantly limit credit supply (Benmelech and Bergman 2009; Dou, Wang, and
Wang 2022; Eisfeldt and Rampini 2009; Ma and Scheinkman 2020). We contribute to this
literature by showing that low recovery rates create a substantial financing wedge, and
that that loan guarantees can narrow this wedge. Our structural model embeds recovery
frictions directly, allowing us to quantify how SBA guarantees narrow this wedge and

affect firm entry, survival, and market-level welfare.

We also relate to the literature at the intersection of finance and industrial organi-
zation. A rich literature of bank and credit-market competition examines how lenders
set terms under screening and informational frictions (Adams, Einav, and Levin 2009;
Crawford, Pavanini, and Schivardi 2018; Einav, Jenkins, and Levin 2012; Kastl 2012). On
the other hand, the literature on the interaction of financial and product markets is rel-
atively sparse. Early empirical work explored the role of financial distress and capital
structure in explaining supermarket markups (Chevalier 1995; Chevalier and Scharfstein
1996). More recently, Hortagsu et al. 2019 demonstrate how financial distress creates
‘indirect costs” in used auto sales, while Fan, Kithn, and Lafontaine (2017) show how
drops in collateral value leads to changes in business franchising by hotels. Despite this
progress, empirical evidence on how financial access shapes market structure and com-
petition remains limited. Doraszelski, Gomes, and Nockher (2022) is a notable exception
that provides simulation-based evidence on industry dynamics under financial frictions.
We contribute by providing the first empirical estimates of how credit policy affects mar-
ket structure and competition. In particular, we show how financial markets shape firm

entry and survival in service markets with direct consequences for consumer welfare.

Finally, our work contributes to the IO literature on market entry and related policies.
Classic models show that business-stealing externalities can generate inefficient entry
(Mankiw and Whinston 1986), and empirical studies show their welfare consequences,
creating a role for policy to regulate entry (Berry and Waldfogel 1999). A natural question

that arises then, is whether government policies are effective in directing entry towards
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welfare improving directions. While theoretical work examines involved trade-offs (Dixit
and Kyle 1985; Pfliiger and Stidekum 2013), empirical evidence on entry subsidies and
their effectiveness remains limited. Pesendorfer and Schmidt-Dengler (2003) and Dunne
et al. (2013) evaluate such policies through counterfactual simulations, while Fan and
Xiao (2015) provide empirical evidence from deregulated U.S. telephone markets. We
extend this work by demonstrating that loan guarantees serve as an effective policy lever
for influencing entry and exit in small-business dominated markets. Our analysis decom-
poses welfare effects into market expansion and business stealing, finding that market
expansion dominates in small hotel markets. As a result, market expansion policies like
loan guarantees create net surplus gains.

Outline The rest of the paper proceeds as follows. First, we describe the data and
institutional setup in Section 2. Then, in Section 3, we give a stylized example explaining
how credit frictions arise, and descriptive evidence that points to their presence in our
setting. Afterwards, we show evidence of entry and exit effects of 7(a) awards in 4.
Section 5 describes our empirical model, and Section 6 shows how the model is identified
and estimated. We proceed with our counterfactuals in Section 7 and conclude in Section
8.

2 Data and Institutional Context

2.1 SBA 7(a) Program

The Small Business Administration (SBA) is a U.S. federal agency tasked with assisting
small firm owners in establishing and maintaining their businesses. Our paper focuses on
its flagship lending program, the 7(a) loan program, which is designed to expand credit
supply to small businesses. It is a loan guarantee program, where private lenders provide
loans and SBA guarantees a portion of the loan amount that is charged off (unpaid) by
borrowers upon default. SBA 7(a) supported loans worth approximately $206 billion over
more than half a million loan awards during our study sample, 2010-2019.

The program has some eligibility requirements: a 7(a) eligible business must be run
for-profit, be independently owned and operated, and not be dominant in its field. It
must also fall under the SBA’s size requirements for small businesses, which vary by
industry based on thresholds in either annual receipts or number of employees. Certain
sectors, such as financial services, are excluded from the program. If a borrower is

deemed eligible, the loan proceeds in several steps. The borrower approaches a lender
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with a financing request. The lender verifies eligibility and the borrower applies for a

7(a) loan. The SBA then reviews the application and makes a decision.®

The program serves as a lender of last resort through two key features. First, borrow-
ers must exhaust all other financing sources, including personal equity, before qualifying
for a 7(a) loan. Second, lenders must certify through the ’credit elsewhere’ test that the
loan would not be available on reasonable terms without the SBA guarantee. The SBA
enforces this requirement through targeted lender reviews, with non-compliance poten-
tially resulting in guarantee denials or enforcement actions from the Office of Credit
Risk Management. Notably, while maintaining these strict requirements, the program

explicitly prohibits lenders from denying credit solely due to insufficient collateral.

Once the loan is disbursed, the SBA intervenes only when the borrower defaults.
First, the lender is required to pursue recovery—either by liquidating assets or enforc-
ing personal guarantees. The SBA then covers the guaranteed share of the remaining
charged-off amount. The SBA reports charge-offs to represent between 0.5% — 2% of
award principal during this period. * (U.S. Small Business Administration 2024a)

2.2 Data

Our empirical analysis draws on three main sources: SBA 7(a) loan award records, confi-
dential Census micro-data on firm outcomes, and a novel dataset of hotel prices collected
for U.S. cities with a beneficiary hotel. In addition to these, we illustrate stylized facts
about major industries that receive 7(a) support using IRS Statistics of Income (SOI) Cor-
poration data. This section describes each data source and documents key patterns.

SBA 7(a) loan records identify beneficiary firms and provide rich information on loan
terms and outcomes. These data are publicly available through Freedom of Informa-
tion Act (FOIA) releases after 2016 and include the universe of loans disbursed since
1991. Each entry contains detailed information on borrower and lender identities, loan
amounts, maturity, interest rates, SBA guarantee shares, and realized outcomes such as
full repayment or default, along with defaulted amounts. These data allow us to track
the flow of public credit to individual businesses and analyze variation in awards and

outcomes across banks, borrowers, and time. We subset to awards between 2010 and

8Under SBA’s Preferred Lenders Program, approved banks may approve and close 7(a) loans without
prior SBA review. They must still confirm that the borrower and use of funds meet SBA rules and report
the loan’s main details—such as amount, purpose, maturity, and collateral—to the SBA so the agency can
issue its guarantee and record the loan. In 2019, such loans represented 46% of loans by count, and 75.8%
of loans by volume. (Dilger and Lowry 2020)

9Charge off rates decreased over time as per U.S. Small Business Administration 2024a.

10



2019 in our analysis to exclude large macroeconomic shocks outside of the scope of the
project.

Our second data source is firm-level Census micro-data, which provides detailed
information on firm inputs and outcomes. The Longitudinal Business Database (LBD)
covers all U.S. employer businesses with EIN (Employment Identification Numbers) iden-
tifiers, providing annual data on employment, establishment counts, and firm entry and
exit. We link these with revenue data from the Business Register, which provides us with
revenues for a subset of these firms. Following Brown and Earle (2017), we link firm-level
records to SBA loan data using employer identifiers, allowing us to compare assisted and

unassisted firms along key margins.

To estimate consumer demand for hotels, which is the industry of focus for our struc-
tural analysis, we collect a dataset of hotel prices. For each city where at least one hotel
received 7(a) assistance, we collect prices and observable hotel characteristics via web
scraping. Specifically, we generate a latitude-longitude grid within each city and run
targeted Google Maps queries. These searches return detailed information on each ho-
tel’s price, star category, average customer rating, and number of reviews along with a
corpus of text reviews. We match establishments to known chains and brands to identify
franchises. The appendix provides details on the scraping procedure, matching algo-

rithm, and data cleaning steps.

Finally, we use IRS Statistics of Income (SOI) data to document cross-industry differ-
ences in firm characteristics and expenses. These data provide industry-level aggregates
for all U.S. corporations filing income tax returns, including detailed categories of ex-
penditures and debt holdings. This allows us to assess debt reliance at the industry
level, extending beyond the firms and loans observed in our 7(a) sample. We use the
SOI to compare debt dependence, collateralizable expenses, and profit volatility across
industries targeted by the 7(a) program. These characteristics map directly into the debt

restrictions emphasized in our model.

3 Stylized Example and Descriptive Patterns

We begin with a stylized example that illustrates how credit frictions arise in our setting.
The example clarifies the role of three firm characteristics—debt reliance, incomplete

recovery, and income volatility—in generating credit frictions.

Next, we show that industries targeted by the 7(a) program display these features in
the data. We also show that, even within these industries, 7(a) loans support marginal
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borrowers. We then describe key features of the hotel industry that make it an ideal case
study, including its exit patterns, volatility, and the small local markets that the program

primarily reaches. Together, these patterns motivate the subsequent analysis.

3.1 Credit Frictions: A Stylized Example

We now describe a simple example that illustrates how financial frictions arise in our
setting. There are three key ingredients that result in credit frictions: debt exclusive

financing, low debt recovery and income volatility.

Consider a firm that operates for one period and requires a $14 working capital loan
to start. At the end of the period, the firm either either $20 (good state) or $10 (bad state)
in profit with equal probability. Its expected payoff is $15, so the firm is profitable net of

its cost.

Assume that the firm can only seek debt financing. That is, it cannot sign contracts
where payments depend on the realized profit. A lender provides loans and collects
matured debt (principal + interest, if any) after the firm finishes operations. If the firm
cannot pay its matured debt at the end of the period, it defaults. In the event of default,
the lender recovers only $6, losing the rest in recovery costs.'"

The lender is perfectly competitive and must break even in expectation. To earn $14
on average, the lender needs to charge an interest rate that gives it more than $14 in
the good state to compensate for earning strictly below $14 in the bad state. The highest
amount that the lender can recover in the good state is $20, otherwise the borrower would

default in all states.!! By setting loan terms so that repayment in the good state equals

$20, the lender obtains its maximum expected return:!?
1 1
(2 =(6) = %1
2( 0) + 2(6) $13

which falls short of the $14 required to finance the firm. Hence, the lender refuses to

extend the loan—even though the firm is economically profitable.
Note the role of each of the three ingredients in generating credit friction. First, debt
contracts fix payments across states, preventing repayment from varying with realized

profits.13 Second, weak collateral means that if the firm defaults, the lender recovers a

19This can be thought of as the scrap value of the business for the lender, though we abstract away from
what determines losses in recovery.

This setup parallels the one in Townsend (1979) of debt as an optimal contract, except we abstract from
moral hazard: borrowers always repay in good states, so credit limits are higher.

12This is better than setting $10, which always pays $10

13This encodes moral hazard by borrowers. While their credit allocation would increase if they followed
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fraction of its principal. Third, profit volatility creates dispersion around expected value,
introducing states in which the firm cannot repay. Together, these elements make credit
supply sensitive to recovery risk, constraining finance even for projects with positive
expected value.

This scenario mirrors real-world service businesses, where firms must finance ex-
penses such as furniture, equipment, and marketing through debt, and pledge to pay it
through cash flow (Kermani and Ma 2020). Heavily collateralized loans are secure, and
serviced easily. But if the owner possesses weak collateral, loans become infeasible, since
imperfect recovery makes lenders reluctant to extend credit. These are precisely the type
of constraints targeted by the 7(a) program.

Now suppose the government guarantees an additional $2 upon default. The lender’s
$20 dollar on maturity debt now collects an additional $2 in the bad state, making its
value:

1 1

5(20)+ 2 (6+2) = $14,

which matches the required startup loan. The government pays for the guarantee only
in the bad state, so its expected cost is $1. The guarantee enables a project that generates
$1 in private surplus at a fiscal cost of $1.

Whether this intervention improves welfare depends on the social value of entry. If
the firm merely steals profits from competitors, the $1 surplus reflects reallocation with
no added social surplus. On the contrary, the firm’s social value may exceeds its private
profit and further justify intervention. In the above example, if the additional firm created
price drops worth $2 for consumers, the overall welfare gain from the firm is $3— a fiscal
multiplier of three.

We now turn to the data and present the main descriptive patterns that motivate our

analysis.

3.2 Descriptive Patterns
3.2.1 Program Allocation and Recipient Characteristics

The distribution of 7(a) awards reveals a strong concentration in service industries.

Among the 110 recipient industries'*, the five largest recipients—hotels and motels,

state contingent payment schemes, there is no ex-post commitment device to ensure this. It can also be
thought of as a technological constraint: monitoring technology is expensive relative to the scale of these
loans.

14We use 3 digit NAICS code as the industry classification for this exercise
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restaurants, gas stations with convenience stores, dental offices, and child care ser-
vices—account for nearly a quarter of all loan volume. Among the top fifteen recipient

industries (Appendix Table 9.2.1), fourteen are in the service sector.

Firms in these service industries share core features associated with credit constraints.
They operate with higher leverage, spend a larger share of revenue on non-collateralizable
inputs (e.g. labor, rent, and advertising), and experience more volatile cash flows than
average. (see table (1)). These features suggest elevated risk (Kermani and Ma 2020) mak-
ing such firms less attractive to lenders. The concentration of 7(a) guarantees in these
sectors is thus consistent with the program’s objective of addressing frictions arising due

to debt reliance and imperfect recovery.

Table 1: Financial Characteristics of Top-5 SBA Industries vs. U.S.

Economy
Top-5 SBA Industries  U.S. Economy
(Weighted Avg.) (Weighted Avg.)
Debt-to-Assets 40.8% 28.1%
Volatility 3.55 0.19
Non-Collateralizable 30.5% 23.8%

Expenditures (% of

Deductions)

Note: Data from IRS Statistics of Income Corporation Source Book
(2019). Volatility is the weighted average of income coefficient of vari-
ation (CoV) for businesses with positive net income across industries.
Non-collateralizable expenditures include compensation, rent, adver-
tising, repairs, and other operating expenses. Top-5 SBA industries
comprise Hotels, Restaurants, Gas Stations, Dental Offices, and Child

Care Services, weighted by industry revenue.

3.2.2 Loans Are Marginal

While firms in targeted sectors are likely to be financially constrained, were the specific
loans delivered by 7(a) marginal? We present suggestive evidence using 7(a) loan award
data through a simple counterfactual exercise: we remove guarantees from a subset of
loans and compare lender margins with and without these guarantees. Profitable loans

should, on average, yield positive margins—otherwise lenders would be unlikely to pro-
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vide them. If 7(a)-supported loans are truly marginal, average margins should be too low
to justify lending in the absence of guarantees. We test this prediction using outcomes

for matured loans.

Figure 1: Bank Margins with and without 7(a)
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Note: This figure plots a histogram of bank margins from 2000-2019 on 7(a) loans. Here the margin is the
inflation-adjusted payments from interest on principal, minus default losses, divided by the sum total of
loan principal (2019 dollars). Shaded histogram represents factual margins, while unshaded bins represent
counterfactual margins without guarantees.

We focus on loans that matured before 2019 to observe complete repayment histo-
ries. For these loans, we calculate each lender’s accounting margin— inflation-adjusted
interest income minus charge-off losses, per dollar of principal originated—under two
scenarios: with and without guarantees. This sample skews toward shorter-maturity
loans, which tend to be less collateralized and riskier, but avoids bias from censored

outcomes. Figure (1) plots a histogram from our estimates.

Without guarantees, the average margin of all loans (total profits- total losses/total
principal) is -6.9%. With guarantees, the distribution shifts rightward, eliminating severe
losses and raising the average margin to 1.2%. This shift—from unprofitable to mildly

profitable—is consistent with the program’s core function of serving marginal loans.'

15Note that, this is counterfactual does not account for changes in borrower behavior in absence of
guarantees. If these small loans are used for riskier projects because they are guaranteed, we would expect
returns to be low because of excessively risky actions by borrowers. However, smaller 7(a) loans tend to
be used for working capital expenses and to adjust for seasonal cash flows, rather than investments.(SBA
7(a) Loans 2025)
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3.2.3 Empirical Focus: Hotels

We focus on hotels for our structural analysis for three reasons—substantial 7(a) pro-
gram support, localized and well-defined markets, and distinctive financial character-
istics. First, hotels are the largest recipients of 7(a) guarantees, accounting for $1.72
billion—or 8.4% of program volume—from 2010 to 2019, making them a significant part
of the program’s portfolio. Second, hotels operate in geographically distinct markets,
providing variation across many independent markets and a tractable setting for mea-
suring welfare through competition. Third, their financial characteristics—high leverage,
earnings volatility, and reliance on non-collateralizable inputs—make them especially
susceptible to credit frictions (Table 2). These features make hotels a natural case study
to understand how credit frictions, and guarantees to alleviate such frictions, can change

market structure and welfare.1©

Table 2: Financial Metrics: Hotels vs. Broader Service Economy

Hotels Accom. & Food  Service Economy
Services
(Weighted Avg.)
Volatility 22 24 1.18
Debt Reliance (Debt-to-Assets) 50.2% 36.5% 22.1%
Non-Collateralizable Expenditures 63.7% 52.9% 49.1%

Note: Volatility is measured as the coefficient of variation of revenue receipts in IRS SOI
(2019) weighted by industry revenue. Debt reliance is average debt-to-assets from IRS SOI
(2019). Non-collateralizable expenditures include depreciation, repairs, advertising, and
“other deductions" (IRS SOI (2019)).

Looking directly at 7(a) loans to hotels, we find patterns consistent with working-
capital and residual property-financing needs. The average loan size is $1.7 million—well
within the typical gap hotels face after exhausting conventional mortgage capacity and
owner equity (see Appendix 9.5). These loans are heavily guaranteed, with an aver-
age SBA guarantee of 75% per loan. To study repayment outcomes, we examine hotel
loans originated between 2001 and 2019, providing a large sample that includes longer-
maturity loans. Among loans that have fully matured, 13.7% default, and lenders recover
only about one-third of principal on defaulted loans. These high charge-off rates suggest

that SBA guarantees play a critical role in enabling financing for these working-capital

16Although this focus limits external validity, detailed financial data at scale are scarce. We therefore
study an industry with significant policy variation and where credit constraints are likely to bind, making
their effects empirically detectable.
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and secondary property expenditures that would otherwise be difficult to fund privately.
(Office of the Comptroller of the Currency 2014a)

Typical Cities Affected by 7(a) To study the competitive context of 7(a)-backed hotel
entry, we construct geographic accommodation markets using our scraped dataset of ho-
tels and locations. Starting from 2,579 cities and towns where hotels were awarded 7(a)
loans, we define 2,679 markets. Most towns (2,513) are treated as stand-alone markets.
For 66 larger metropolitan areas (e.g., New York, Philadelphia), we subdivide them into
166 finer submarkets using k-means clustering on hotel coordinates, augmented with
Google Maps neighborhood boundaries. This procedure isolates economically meaning-
ful competitive boundaries in both rural and urban settings and serves as the basis for

our demand estimation.

These markets are typically small. The median market contains seven hotels, and
nearly half (1,217) contain fewer than five. Average nightly rates are $125, skewed up
from a median of $99. One-third of these properties are classified as motels, and the
median rating is two stars. Roughly 49% are franchised. These patterns confirm that
7(a) lending predominantly supports limited-service properties in small, less competi-
tive markets. Whether entry in such markets improves welfare or simply redistributes
surplus depends on substitution patterns and price responsiveness—questions we eval-

uate in our structural model. Additional summary statistics appear in Appendix Table

(8).

3.2.4 Exit Patterns in Hotels!”

We now examine patterns of firm exit among hotels. Using the Longitudinal Business
Database (LBD), we document that exit rates'® among hotels are substantial. Between
2010 and 2018, more than 20% of hotels in the sample exited, with rates exceeding 40%
among the smallest firms, as shown in figure (2). These patterns are consistent with the
financial fragility suggested by hotels” high leverage, revenue volatility, and reliance on

non-collateralizable inputs.

To assess the role of volatility on firm exit directly, we focus on hotels entering between
2010 and 2014 and examine the relationship between within-firm revenue volatility and

five-year exit. Volatility is measured as the coefficient of variation of annual revenues.

7Figures and estimates in this section are placeholders, and guided by public data (Hollenbeck 2017;
U.S. Bureau of Labor Statistics, Business Employment Dynamics (BLS BDM) n.d.). Accurate estimates are
withheld, pending Census disclosure review.

8This follows Davis and Haltiwanger (1992) in defining exit happening during the last year a firm
appears in the LBD.
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Figure 2: Exit Probability in Hotels
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Note: This figure plots the probability of exit between 2010-2019 for hotels. Estimates cleared for disclosure
by U.S. Census under disclosure ID 12761.

The average volatility in the same is 0.12. Table (3) shows a strong positive association:
an increase in standard deviation of revenue by 10% of its mean predicts a 2.3 percentage
point increase in exit probability. The relationship remains robust after controlling for
firm size (via revenue bin fixed effects), age, and industry-year effects, suggesting that
volatility is a meaningful predictor of exit risk.

In summary, the hotels operate in a volatile industry characterized by high turnover,
where they need to finance expenses that are difficult to collateralize. SBA 7(a) guar-
antees appear to provide residual financing with substantial guarantees that support
marginal firms, where conventional credit markets fail. These loans are concentrated in

smaller hotel markets, where entry may reshape local market structure.

We now assess whether 7(a) guarantees measurably affect firm dynamics—entry and
exit—using quasi-experimental variation in program exposure.
4 Evidence of the 7(a) Program’s Effects on Entry and Exit

We examine whether 7(a) awards affect business survival and formation. For this, we
employ two quasi-experimental approaches: a matched difference-in-differences design
for exit effects and a shift-share instrumental variable strategy for entry effects.
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Table 3: Revenue Volatility and Firm Exit

) (2) ) (4)
Revenue Volatility (CV) 0.210 0.212 0.189 0.180
(0.018) (0.019) (0.019) (0.015)
Industry x Year FE Yes Yes Yes
Revenue Bin FE Yes Yes
Age FE Yes

Note: OLS estimates for hotels entering 2010-2014. Revenue volatility is the coef-
ficient of variation of annual revenues. Exit is defined as the last year a firm ap-
pears in the LBD (2010-2018, excluding COVID years). Industry is 3-digit NAICS.
Revenue bins are deciles of average firm revenue. Standard errors clustered at
city level. Estimates cleared for disclosure by U.S. Census under disclosure ID
12761.

4.1 Exit Effects: Matched Difference-in-Differences

We estimate the effect of 7(a) receipt on firm exit using a staggered difference-in-differences
specification that compares treated firms to matched controls.

Treated firms are recipients of 7(a) loans between 2010 and 2019. For each treated
firm, we select a matched control from the same 2-digit NAICS industry that (i) never
received a 7(a) loan during the sample, (ii) is in a market where no firms in that industry
received 7(a) during the sample (to preserve SUTVA), and (iii) has a similar ex-ante
propensity to receive a loan based on observables. Matching is performed within firm-
age groups (0-1, 2-5, 6-10, 10+ years) using pre-treatment averages and growth rates
of revenue and employment; we implement one-to-one nearest-neighbor matching with
a 0.1 s.d. caliper. (Rosenbaum and Rubin 1983, Heckman, Ichimura, and Todd 1998)
Because matching aligns treated firms with controls of the same age and calendar year,
we assign a pseudo-treatment year T; to each control firm based on its matched treated
firm, and define event time t — T; for both treated and control firms.

We estimate the effect of receiving a 7(a) award on the conditional probability of
exit—that is, conditional on surviving for k — 1 years after receiving an award, we com-
pare the difference in exit probability in year k between treated and control firms. Our

estimating equation is:

Yii=wa;+ A+ Y, Ped(t—T; = k) D; + Xj,y + €, (1)
kA1

where Y}; is an indicator for exit in year t; once a firm exits, it is removed from the panel.
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D; indicates whether firm i ever received a 7(a) loan. The coefficients By measure the
difference in exit probability between treated firms and matched controls at event time k,
normalized to zero in the year before treatment (k = —1). We include firm fixed effects
(a;) and calendar-year fixed effects (A;), and control for lagged revenue and employment
in Xj;. Because we condition on survival through treatment, we cannot directly test for
parallel pre-trends in exit. However, we validate the design by verifying balance in pre-
treatment levels and trends of revenue, employment, and wages between treated and

control firms.!?

Event-study estimates indicate that the effect of 7(a) loans on firm survival has imme-
diate effects (see figure 3). In the treatment year, the conditional probability of exit falls
by roughly 2.1 percentage points from a 4.4 percentage point baseline—about a 47% de-
cline. The effect attenuates over subsequent years. Two years after receiving the award,
treated firms are as likely to exit as control firms. Heterogeneity by age shows that
the response is concentrated among young firms (2-5 years old), which face the highest
baseline hazard rates.

Figure 3: Effect of 7(a) Awards on Exit Probability
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Note: This figure plots the event study estimates of a firm’s exit probability after receiving 7(a), where
event time is in years. The y-axis measures percentage drop in the conditional probability of exit in ¢ for
firms surviving until t — 1. Pre-trends are nearly flat since pre-treatment conditional exit probability is
identically zero for all firms selected into analysis. The average baseline exit probability in the pre-event
year is 0.04. 95% confidence intervals are drawn using standard errors that are clustered by city-industry.
Estimates cleared for disclosure by U.S. Census under disclosure ID 12684.

Summarizing the average effect over the five-year post-treatment window, the difference-

YPrecise estimates pending disclosure review.
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in-differences estimates in Table (4) show that 7(a) recipients are 0.9 percentage points
less likely to exit each year relative to matched controls—a 22% reduction from the 4.1%

baseline exit rate. The result is robust when we include industry and city fixed effects.

Table 4: 7(a) and Exit

Coefficient Exit Rate

Treatment Effect -0.009

(0.001)
Control Group (Post) 0.041
Treated Group (Post) 0.032
N 282,000

Note: Difference-in-differences estimate of 7(a) receipt on annual exit probability
over a five-year post-treatment window. Treatment effect represents the average
treatment effect on the treated (ATT) relative to matched control firms in mar-
kets without 7(a) lending in the same industry. Controls include lagged average
employment, revenue, and calendar-year fixed effects and firm fixed effects. Exit
rates calculated from post-treatment period means. Standard errors clustered at
city-industry level. Estimates cleared for disclosure by U.S. Census under disclo-
sure ID 12684.

A key concern for our identification strategy is selection on unobservables that jointly
predict 7(a) receipt and firm survival. Our design already conditions on a rich set of
firm-level observables—revenue levels and growth, employment, and industry-year fixed
effects—which capture the principal inputs and outputs of service-sector production.
Remaining unobservables are likely to operate through financial channels. By program
design, 7(a) recipients are firms that face greater difficulty obtaining conventional credit
due to limited collateral or higher leverage (Office of the Comptroller of the Currency
2014b). This implies that untreated firms of comparable size and age within the same
industry are financially more secure on average—less leveraged, better capitalized, and
with more personal or relationship collateral. Consequently, absent program support,
treated firms would be expected to have higher counterfactual exit risk than the average
control group. Assuming that this pattern of selection is correct, our estimated effects

present conservative bounds on the true impact of 7(a) guarantees on firm survival.

We conduct analogous analyses for the hotel industry, our primary case study. For
exits, we estimate the same matched difference-in-differences specification, replicating
the matching procedure across award years and firm-age bins. Control firms are ho-

tels located in cities without any 7(a) lending during the sample period, ensuring no

21



within-market exposure. Corresponding estimates will be reported as additional results

following disclosure clearance from the U.S. Census Bureau.

4.2 Entry

Estimating entry effects requires a different approach, as potential entrants cannot be ob-
served before they enter. We therefore shift to market-level analysis and exploit variation
in local 7(a) credit supply using a shift-share instrument.

Specifically, we estimate the effect of 7(a) program lending volume on new firm entry
using the following baseline specification:

Ymt = B Xt + Wiy T+ vt + fon + €mt, (2)

where vy, is the log number of new firm entries in market m and year ¢, x,; is the log
volume of 7(a) loans in dollars, 7y and p,;, are year and city fixed effects and controls W
are average wage and total employment in the previous year. The coefficient of interest,

pe"t"Y, captures the elasticity of firm entry with respect to local 7(a) lending.

A simple OLS regression of y,,;+ on x,,;; would be biased if local 7(a) lending responds
to unobserved demand conditions that also influence firm entry. To address this endo-
geneity, we instrument local 7(a) loan volume with a shift-share measure that captures
quasi-random variation in local exposure to national lending shocks. Our identification
strategy follows Greenstone, Mas, and Nguyen (2020) in exploiting the highly localized
nature of bank 7(a) activity: banks lend disproportionately in markets where they have
established presence. When a bank experiences a transitory national shock—such as
deposit growth—its local lending rises more in markets where it was previously ac-
tive. We operationalize this by interacting each bank’s pre-period market share with its
subsequent national 7(a) lending fluctuations, excluding the market in question (leave-
one-out):

Zot = Y55 By ©
b

Here, SZE is bank b’s share of 7(a) lending in market m in 2009, and By; is bank
b’s residualized national lending in year t—demeaned and residualized against bank-
specific trends and lags to isolate transitory, bank-specific supply shifts. To illustrate: TD
Bank had sizable 7(a) presence in Philadelphia in 2009. When TD expands nationally
(e.g., due to deposit growth), that expansion flows disproportionately to Philadelphia. If

national bank shocks are uncorrelated with local conditions, this generates quasi-random
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variation in local credit supply.?’

Table 5: 7(a) and Entry

OLS |AY

(1) ) 3) 4)

log(SBA) 0585 0454 0.226 0.176
(0.013) (0.041) (0.076) (0.074)

Fixed effects Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Quasi-differencing Yes Yes
City trends Yes
N 7200 7200 7,200 7,200

Note: This table presents our entry estimates, outcome variable is log(#entrants). Column (1) shows the
OLS relationship, which likely reflects both supply and demand factors. Columns (2)-(4) present IV spec-
ifications with progressively richer controls. Our preferred specification (Column 4) includes city fixed
effects, lagged average wage and employment controls, quasi-differenced values of IV, and city-specific
trends to absorb local growth trajectories. Estimates cleared for disclosure by U.S. Census under disclo-
sure ID 12684.

Our preferred specification includes city fixed effects and city-specific linear trends
to absorb local growth trajectories. We also implement a quasi-difference specification
to mitigate serial correlation in the instrument that might stems from national lending
shocks. The instrumental variables estimates imply an entry elasticity of 0.176: a 10% in-
crease in local 7(a) lending is associated with a 1.76% increase in new business formation.
The IV estimates are substantially smaller than the OLS coefficient (0.585), consistent with

positive selection—markets with more entry also attract more 7(a) lending.

We conduct analogous analysis for the hotel industry, our primary case study. For
entry, the sparsity of hotel formation motivates a Poisson specification rather than log-
linear IV; we estimate a Poisson pseudo-maximum likelihood model with the same shift-

share instrument.

Together, these results suggest that SBA 7(a) loans meaningfully support the survival
of existing firms and spur firm entry. We now turn to a structural model to evaluate the
equilibrium and welfare implications of these changes.

20The variation in By, stems from multiple sources, including a statutory increase in the program cap
from $18.75B to $23.5B in 2015. While this policy change generates substantial variation, we do not rely
exclusively on this single shock; our identification draws on the full distribution of idiosyncratic bank-year
fluctuations over 2010-2019.
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5 Model

We develop a model of hotels with external financing. This enables us to study how

credit guarantees shape firm entry and exit, impacting prices and welfare.

The model unfolds in discrete time over an infinite horizon. It features two markets:
a debt market, where hotels demand debt; and an accommodation market, where hotels

compete for consumer demand.

The accommodation and debt market interact closely. In the accommodation market,
hotels compete for consumers, which generates their profit streams. These profit streams
are the key primitive in the debt market, where hotels obtain loans against their future
profit stream. The availability of loans determines which new hotels can enter, and which
existing hotels continue operating. This entry and exit in turn reshapes the structure of

accommodation markets, impacting competition, prices, and profits.

We start with the hotel’s profit stream and its core components in Section 5.1, while
abstracting away from the details of the accommodation market. This stream forms the

basis for lending decisions in the debt market.

Then, we describe the supply side of the debt market in Section 5.2. Lenders are iden-
tical and operate under perfect competition. They provide two types of loans: real estate
loans, which are risk-free and modeled as proportional deductions from mean profits;
and working-capital loans, which are risky since their recovery in default is limited. For
working-capital loans, interest rates and maximal debt amounts, called debt limits, are

determined endogenously within the model.

Subsequently, we present hotels as the demand side of the loan market in Section 5.3.
Hotels take on debt to cover entry costs and adjust their borrowing over time based on
realized profits. If a hotel’s debt needs exceed its debt limit (determined endogenously),
it defaults and exits the market. Conversely, lower borrowing costs and higher debt limits
extend firm survival, raise profitability, and encourage new entry.

Finally, in Section 5.4 we microfound the profit stream by modeling competition
among hotels in local accommodation markets. Market structure in this environment
determines price competition, revenues, and the resulting profit stream that feeds back

into debt dynamics.

We now turn to the components of the model in detail, beginning with the hotel’s

profit stream—the key primitive that links the accommodation market to the debt market.
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5.1 Hotels as a Profit Stream

Hotel profits arise from accommodation sales and are subject to uncertainty, which affects

hotels’ loan terms.

In period ¢, a hotel’s profit comprises an expected component with mortgage deduc-
tion, 7"c]~t(1 —a), and an innovation TLjt-

i = (1 —a) + n]';t — njct + nﬁ
—

a
7t is the hotel’s ex-ante expected profit. This is determined by its characteristics (e.g.,

location, quality). Time dependence in expected profit arises from possible changes in
the set of competitors.

The parameter a is the share of the firm’s average profit that it pays for its mortgage.
Within our model, real estate debt is assumed to be fully recoverable. It poses no risk
to the lender and therefore a borrower’s current state does not influence its terms.”! We
assume real estate debt is repaid using steady mortgage payments that are proportional
to it’s mean profit, based on an exogenous parameter a. This keeps our model tractable
while still capturing scale: larger hotels, that earn higher profits, pay more in mortgages.
The stability and long term nature of mortgage payments are empirically consistent with
commercial real estate financing. See Appendix 9.7 for a detailed discussion of the two-
part debt setup.

The stochastic component 7Tj; represents various sources of uncertainty that drive
variation in firm profits. The first term 7'(}% arises from idiosyncratic demand shocks in
the accommodation market. The second term njct captures i.i.d cost shocks that come

from operational hazards. These shocks explain excess exit among small firms.

The final term nﬁ reflects persistent profit differences due to unobserved managerial
quality ¢, which also affect hotel demand. Lenders learn ¢ gradually over time. This
mechanism mirrors passive learning as in (Jovanovic 1982), where fixed types are re-
vealed through observed outcomes. We assume that the distributions D;}g, Dﬁc, D}fp of
each of the profit shocks 7'[%, 7T]-Ct, nﬁ, respectively, are common knowledge to all lenders

and firms.

Using these profit streams as primitives, we now describe the lending model and the

21 As a result, changes in the borrower’s state don’t alter the price of real estate debt. Interest rate in this
case would just be the risk free rate that compensates the lender exactly for the cost of raising funds. With
the cost (14 m) per dollar in the next period, the interest rate would be exactly m
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key frictions it embeds.

5.2 Debt Market

Lenders provide loans backed by a hotel’s future income stream. The debt market deter-
mines the interest rates and borrowing limits that shape the firm’s entry, survival, and

exit.

This part of the model links hotels” profit primitives—mean profitability and volatil-
ity—to credit allocation. This allocation also depends critically on the recovery rate in
default. A higher recovery rate expands credit supply and relaxes borrowing limits, while
limited recovery tightens allocation. Through this channel, the SBA 7(a) program affects
both firm dynamics and market outcomes by improving lenders’ recovery prospects.

The remainder of this section describes the credit market in two parts. Section 5.2.1
outlines the environment that determines interest rates and debt limits, while Section 5.3

presents hotels as borrowers whose entry and exit follow from these credit conditions.

5.2.1 Lending Environment

We now describe our empirical model of lending, starting with the lending environment.

Lenders allocate credit and set interest rates and debt limits, both shaped by the
borrower’s default risk. Throughout this discussion, we assume that lenders are identical,
operate under perfect competition, and face frictionless refinancing, so lender identities

do not matter.

Following standard corporate-finance and macro-credit models (e.g., Eaton and Gerso-
vitz (1981) Hennessy and Whited (2005); Jermann and Quadrini (2012)), we model debt
through a sequence of one-period contracts. This provides a tractable framework to cap-
ture two key ingredients of credit frictions in our environment: (i) the non-contingency
of debt payments (ii) limited recovery in default. Later, we describe how these loans are

a good representation of financing in our setting.

When a firm obtains a one-period loan, it repays the matured debt—principal and
interest—at the end of the next period. It can repay this loan with profit alone, or it may
obtain an additional loan to roll over the existing debt. Concretely, let L;; denote a loan
obtained by a borrower in period t. It is due for repayment in ¢ 4 1 with added interest
rjt, after firm draws a profit 71,1 from its profit stream. The firm is said to roll over

its debt into the future when it acquires new debt Lj; 1 in ¢ + 1 to pay off its obligation
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Lis(L+715):

Tjt+1 + Ljra if i1 < Lip(1+7)

L]'t(l + T’jt) = (4)

min{7j; 1, Liy(1+7j1)}  if 7wjs1 > Lt
Thus, one-period contracts can be used to form long term repayment schemes. For
example, consider a hotel that requires $1 million in advance cash flow. A lender offers
debt at 10% interest through two one-period loans. Starting from a $1 million contract,
the firm repays $1.1 million at the end of the first period, using $0.6 million in profit and
a second loan of $0.5 million. It then repays $0.55 million at the end of the second period

to settle the remaining debt.

Rollover in this environment is limited by an endogenous borrowing limit L?t‘ax. If a
tirm j in period t needs a larger loan than its limit L}rt‘ax, it defaults. In default, the lender
only recovers a fraction of the standing loan : wLj;. This limited recovery is the source
of risk in debt contracts. Each one-period loan is priced with an interest rate that reflects
its default risk, while the debt limit defines the maximum feasible borrowing consistent

with lender participation.

This one-period structure captures the main empirical feature of working capital loans
in service industries—revenues, as well as working-capital needs, arise regularly. Loan
repayment closely follows the steady stream of firm income (Geelen 2024; Graham and
Harvey 2001; Sufi 2009)*2. At the same time, our framework necessarily abstracts away
from banking relationships. Such relationships can create long-term rents for lenders and
expand credit access for small firms (Chodorow-Reich 2014; Petersen and Rajan 1994).
While relationships may expand credit supply, they don’t fully mitigate default risk. In
practice, small firms see large rates of default. Forbearance—temporary payment relief—
is rare among most loans, which limits the extent to which relationships help in times of
distress (Mourad, Schiozer, and Santos 2020), and distressed small firms typically default
quickly?.

We argue that even in the presence of relationship lending, small firms remain credit

constrained due to default risk.?* The 7(a) program is designed to relax these constraints

2In contrast, industries with lumpy or back-loaded payoffs—such as manufacturing or infrastruc-
ture—use long-maturity debt to align repayment with project returns (Geelen 2016; Stohs and Mauer
1996).

2Moreover, refinancing itself is a common feature among business loans, which dilutes the value of
relationships, (Roberts 2015)

24Recent work highlights that the prospect of default, as opposed to continuation, can also reduce a
firm’s inherent value—for example, by lowering worker or managerial talent—so the costs extend beyond
immediate recovery losses.
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by improving lender recovery. Our model isolates these key forces—repayment rigidity

and imperfect recovery—while maintaining a simple, tractable structure.

5.2.2 Interest Rates and Debt Limits

We now describe how the model determines (i) the interest rate rj; and (ii) the equilibrium
debt limit L}Tt‘ax.

Lenders set interest rates through a zero-profit condition, so rates reflect borrowers’
default risk. The debt limit is the maximum amount of debt on which the lender breaks

even. Both are equilibrium outcomes, but we present them sequentially for clarity.

A lender’s information set allows it to assess the borrower’s probability of default.
We assume the lender observes the firm’s expected next-period profit, its profit history,
and its future credit limit. The profit history in t, defined as the set of profits until ¢

: H¢ := {mo,---,m}, allows lenders to update their beliefs on the firm’s ’cype.25 The

max
jt+1

information set, the lender chooses an interest rate.

lender also knows how debt limits L would be determined in equilibrium. Given this

Interest Rates Interest rates compensate the lender for the risk of borrower’s default
next period. Lenders are perfectly competitive, so this interest rate is determined by a
zero profit condition. For now, we’ll assume that debt limits {L;;} are already determined

in equilibrium. We describe how they are determined in the next section.

Default in t + 1 occurs if the borrower’s required debt exceeds its debt limit. The
borrower’s next period liability is the amount it needs to borrow to pay off its debt and
clear its costs:

Ljt+1 = max{(1 +rjt)Ljt — mjt11,0}

Ljty1 increases with the size of current debt Lj; and the interest rate burden r; . If
the borrower draws a sufficiently low profit in t 4- 1, this liability will exceed it’s debt
limit Lﬁf‘l The next period’s default probability, then, is the likelihood of low profit
realizations that lead to default:

pitr1(Ljt, Tjt, Tjrr1, Hjt) = nlzrl(nft“ < (T4r)Lj — Lia | Hijt, Titr1)
Jt+

lender

Given this default probability, the lender’s payoff in the next period, T

It recovers the full loan, with interest, if the firm doesn’t default. Otherwise, it only

is a lottery.

BLonger histories lead to sharper inference, which improves credit terms for older firms. An entrant
firm’s history is empty, and the lender uses a public prior for inference on the firm’s type. See Appendix
9.10.1 for details on Bayesian updating using profits.
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recovers Wth3

(1 + rjt)L]'tr with probability 1-— Pit+1 (thr Tjts ﬁjt+l, H]'t),
ﬂ]lfﬁer(th, rit, Tjer1, Hje) 1=

wLjs with probability pjs1 (L]-t, Tits it 41, Hjt)

where w € [0, 1] denotes the recovery rate in default.

In this setup, lenders face a tradeoff: higher interest rates increase payoffs upon suc-
cessful repayment, but also raises the borrower’s default probability p;;.

Given perfect competition, the lender chooses the interest rate j; to earn zero profits
in expectation. Let m denote the required return on funds—reflecting lenders” marginal
cost of raising funds, or an opportunity cost. Then the interest rate satisfies:

B35 (Ljt, Tje, i1, Hyp)] = (1+m) Ly

In equilibrium, the interest rates rj; rises monotonically with loan size L. To see why:
as Lj; increases, so does the default probability pj; for a fixed interest rate, violating the
break even condition. To maintain zero profit, lenders must charge higher rates to com-
pensate for this increased risk. This further increases the default probability. However,
for sufficiently low amounts of debt, the increase in maturity payoff more than offsets

increased default risk from higher interest rates.

Beyond some threshold, no feasible interest rate satisfies the zero-profit condition for

a borrower’s debt. This places an upper bound on the firm’s borrowing capacity.

Debt Limits When a loan becomes sufficiently large relative to a borrower’s expected
profits, it becomes infeasible. This is because a borrower that carries such a large debt
defaults in most states. No interest rate compensates the lender enough to offset default
risk without further increasing default probability. We define firm j’s period ¢ debt limit

Lﬁ‘ax as the largest loan that is consistent with the zero-profit condition:
L;rtlax = SMPth{th : ]E[ﬂ}?i(%er(L]'t, rjtr ﬁjt—!—erjt)] > (1 + m)L]t for some rjt} (5)

L7 depends on the debt limit in L} since the next period debt limit determines the
tirm’s default probability. Additionally, it depends on the firms’ mean profit next period,

as well as its history, which allows the lender to infer default probability.

We show that under mild assumptions on the tails of the profit distribution, this limit
exists and is unique (see Appendix 9.8.1). The intuition is that as loan size increases,

repayment becomes increasingly reliant on extreme profit realizations. The thin-tail con-
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dition ensures such high-profit outcomes are sufficiently rare that no interest rate can
offset the risk.?

Firms with higher expected profit 77; have higher debt limits. These endogenous
debt limits mirrors loan-to-value constraints commonly used in credit models (e.g., Kiy-
otaki and Moore (1997); Geanakoplos (1997); Buera, Moll, and Shleifer (2013)). Similarly,
higher recovery rate w , increases debt limit since better collateral reduces the lender’s

losses.

In equilibrium, the debt limit is pinned down as the value of debt at which the profit
maximizing interest rate exactly satisfies the zero profit condition:

E[ﬂ}?ﬁqer(ﬁjtﬂ,%ﬁz Lt rj)] = (1 + m)Ljt| Li=Ljp™ = °

where r]’ft satisfies the interior first order condition to be the profit maximizing interest

rate:

4
d?’]‘t

As long as the firm faces a finite debt limit asymptotically, the equilibrium system has

lender / = _
IE[T[#“ (i1, Hier Ljt, rﬂ)” Lip=LI" rjp=rj, =

a finite debt limit in every period. In our setting, the lenders’ beliefs about a borrow-
ers’ type converge to a stationary distribution around its true value. In this stationary

environment, we show that a finite, unique debt limit exists (see appendix 9.8.1).

5.2.3 7(a) and Loans

The 7(a) program operates by reducing the lender’s losses when a guaranteed borrower
defaults. In our model, this is captured as an increase in the effective recovery rate w for

guaranteed loans, which alters loan pricing and debt limits in equilibrium.

First, higher recovery rates imply higher debt limits (See Appendix 9.8.2). Intuitively,
higher recovery rates reduce lenders’ expected losses in default, allowing them to extend

larger loans while still breaking even.

Second, reduced default losses allow lenders to set lower interest rates. Figure 4 illus-
trates both effects: the guarantee shifts the (profit) threshold for firm exit by increasing
debt limit and decreasing interest rates. These responses imply that guarantees pass
through to borrowers as increased debt access and lower borrowing costs.

We assume the required cost m is unaffected by 7(a), consistent with the program’s

26Normal and exponential distributions satisfy this criterion, as do many standard fat-tailed distributions
such as the Pareto.
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Figure 4: Effect of 7(a) Guarantees on Credit Constraints
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Note: Model-implied exit probability for the marginal non-entrant under estimated parameters. The y-
axis shows the probability density of next-period profit; regions left of the vertical line represent profit
threshold for default without and with 7(a). The 7(a) guarantee increases the credit limit and decreases

interest rates. The threshold profit T := (1 +7j;)Lj; — L;’Zi"l defines the profit realizations below which the

firm defaults.
small scale relative to total credit supply.27

Having characterized the credit supply side, we now turn to the hotels that demand

debt, which influences their value, entry and exit.

5.3 Borrowers

Hotels’ ability to finance dictates their profit, entry and exit. They acquire debt to pay

for costs, and debt evolves according to the terms determined in the debt market.

Upon entry, hotels need debt to pay for a fixed cost. Once active, they earn a profit
stream and use it to pay off their initial debt. They reduce debt if profits are high, but
when profits are low relative to costs, they demand new debt. As described before, when

debt requirements exceed debt limits, they default.

We now concretely describe how hotels transition between solvency and default, then

define their value function and entry rule.

/Stillerman (2024) explores complementary lender-side responses, specifically moral hazard of banks.
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5.3.1 Dividends and Exit

A hotel starts period t with liability Lj_1(1+ rj_1) from past operations. After profit
7js is realized, the hotel must repay this liability in full. Hotels cannot raise equity and
rely solely on debt to finance their costs— negative profits and/or prior debt.?® Each
period, they must clear their accounts using current profits or new borrowing. This
structure reflects the inflexible working-capital demands of small-business hotels, where
expenses must be met continuously to remain in operation. (American Hotel & Lodging
Association 2020, Federal Reserve Banks 2019).

After servicing debt, remaining profits, if any, are disbursed as dividends:
Djt = maX{T[]'t — th,1(1 + I’jtfl),O}

If profits fall short, the hotel demands new debt Lj; = max{0,Lj;_1(1 + 1) — 7t;¢} to
pay for costs and previous debt. Hotel defaults when the required borrowing exceeds
the equilibrium debt limit: L; > L}It‘a". We treat default and exit as equivalent— firm

shutdown occurs only through financial distress. Upon default, the hotel loses wLj;.

Our assumption of debt and exit being equivalent events is strong. If some firms
exit for reasons unrelated to financial distress, our framework will overstate the role of
credit frictions in explaining exit. Empirically, credit delinquency strongly predicts small-
business exit and is the primary cause for exit. (Metaxas and Romanopoulos 2023, Gu
and Gao 2000). SBA policy reinforces this: lenders may demand the guarantee from SBA
if the borrower defaults on an installment payment for more than 60 days. This triggers
recovery proceedings that effectively force exit. Additionally, most small business loans
lack softer covenants that can transfer some control rights to lenders rather than forcing
default.

Having described the hotel’s movement across states of debt and their payoffs, we

now define the hotel’s value.

5.3.2 Firm value

A hotel’s value determine its entry, as described in the next section. It’s value is simply
the discounted sum of its payoff stream. Payoffs are positive when profits generate

ZMost small U.S. hotels operate as independent local businesses that lack access to public or institutional
equity markets. Consistent with broader small-business evidence, they rely almost entirely on bank and
SBA-guaranteed loans to finance fixed and working-capital needs. Venture and private-equity participation
remains negligible, and the majority of firms carry outstanding debt rather than external equity funding
(U.S. Department of the Treasury 2023; U.S. Small Business Administration 2024b).
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dividends but negative upon default when the firm pays loan recovery costs. We write

value recursively:

Djt + BE[V (7tjts1, Lit(1 + 1je), Sje1)],  if Ly < L™

—wLji 1, otherwise.

V (7t Ljp-1(1+1jt-1), Sje) = (6)

The additional terms in the state vector state vector Sj; := {7t 1, Hj, nj, (1)) } include
history H;; and expected profit for next period 7tj;,1 , which determine the cost of debt.
Additionally the firm keeps track of the number of firms 7n;; and a market structure

evolution function ¢ (n;;).

Market structure evolution matters because changes in the set of competitors affects
future continuation profits. In principle, a hotel’s continuation value depends on the full
distribution of competitors’ financial positions, which determines exit, and a rational ex-
pectation on entry decisions. Since tracking every firm’s financial position is infeasible,
hotels form expectations using aggregate statistics. Following the oblivious equilibrium
approach (Weintraub, Benkard, and Van Roy 2008) we summarize market evolution with
a function that maps number of firms to entry/ exit probability. ¥ (n;) = (P, Px|nj)
denotes the probability of exit (Py) and entry (P) for hotel j’s market that has n; firms.?’
Hotels treat the current number of firms n; and the equilibrium market evolution func-
tion ¢(.) as sufficient statistics to forecast how market structure evolves and affects future

proﬁts.30

5.3.3 Entry

Potential entrants enter a market when their expected value exceeds an equity require-
ment. One potential entrant arrive each period in every market, with its amenity value
drawn from distribution Dentrant that determines its profit. It decides whether to pay for
an entry cost F(.) that depends on the firm’s expected profit to capture scale in entry
costs. Consistent with small-business loan structure, entrants finance a fraction of their
entry cost sF(.) with own equity and (1 —s)F(.) with debt (Office of the Comptroller of

the Currency 2020). The potential entrant faces an error in their anticipated firm profit

PWe'll describe the entry protocol as "announce in t to enter in ¢ + 1" so, P, here is the probability of
announcement. Additionally, we’ll hold this probability fixed across firm sizes for now, for computational
tractability in counterfactuals

30We assume that firm’s use an “average” percentage drop in profits going from a set of 1 to n + 1 firms
to calculate change in profits from entry or exit, where we take averages implied by the estimated demand
model (later) and the observed set of firms in the data. That is, when we estimate the model, we use the
average profit change from actual set of firms seen in the support. In counterfactuals, we assume these
and check for consistency with the generated one. See section on equilibrium 5.5
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of 77j ~ Dy. This error term explains entry by low profit firms through the model. We
assume entrants announce their decision before period-t lending concludes, which lets

us separate credit decisions from immediate market structure changes.

An entrant with expected ex-ante profits 77j; at the time of entry, and idiosyncratic

entry shock 7; enters when expected firm value exceeds the equity requirement:
E [V(7jt +1;, (1 = 8)F(1+75),Sj)] —sFj; > 0 (7)

where F; = F(7j; +1;) is the total (anticipated) entry cost. (1 —s) of this cost is paid
using debt, and rj; = r(7;; + 1, (1 — s)Fj, Hj¢) represents the interest on this anticipated
debt burden. The vector S;; = {7’(]”1 + 175, Hjt, njs, l/th} describes the remaining state
variables, as in 5.3.2. After a firm enters, its actual loan and profits are free of this error
1j-

Since credit terms affect entry incentives, programs like 7(a) can expand entry by

improving credit access for beneficiaries.

5.3.4 Borrowers and 7(a)

The 7(a) program’s improves firms’ loan terms through higher debt limits and lower
interest rates. This allow beneficiaries to accrue less debt, roll it over for longer, default
less often, and earn higher long-run profits. These improvements raise firm value and

increase the likelihood of entry.

These advantages also affect non-recipients through increased competition. Whether
the program generates net social welfare gains depends on whether beneficiaries expand
total market demand or simply reallocate existing business. This distinction hinges on
demand elasticity and the intensity of price competition, which we now specify through

the accommodation market structure.

54 Accommodation Market

The accommodation market generates hotel profits. This creates the profit streams that
working capital loans are provided against. In turn, the lending market dictates hotel

entry and exit, which implies the set of hotels that compete for accommodation services.

Every period, consumers arrive in a location and seek accommodation. Hotels in the
location compete on prices. In equilibrium, this determines firms’ profits and consumer

surplus.
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Concretely, a consumer i derives the following utility from choosing hotel j in nest

J(j) at time t:

wije = 0j+ ¢ — Bpjt + Cjt + vy + (1 — pe€ije. (8)
Here, €jj; are iid. type-1 extreme value shocks, and vz (;); is drawn from the Cardell
distribution (Cardell 1997). B measures disutility from price, p governs within-nest cor-
relation of shocks (Miller and Weinberg 2017) . §; represents the amenity value of hotel j,
reflecting quality, location, brand, etc., ¢; is the firm-specific managerial quality, and j;
is an i.i.d. demand shock.

These preferences give rise to a nested logit demand system, where consumers sub-
stitute more readily within categories (motels) than across categories (motels vs. hotels).
The nest parameter p controls within-category substitution: higher p means new hotels
primarily steal demand from similar competitors, while lower p allows entrants to ex-
pand market size by attracting marginal consumers. Our model features 4 nests: hotels,
motels, a catch-all nest "other" for campgrounds, B&Bs etc, and an outside option in a
separate nest. This classification captures meaningful substitution patterns across accom-
modations of different types. Details of data and market construction are provided in

Appendix 9.3.

For a given set of prices, we get the following product shares sj;:

Vit —p
exp(1% ) D
() o Da= L op(%), o =0+05— Brie + e

Sy =
Jt 1-
1+, Dy’ keg

where ¢ is shorthand for product j’s nest 7 ().

We assume that hotels observe all non-price utility components for all k firms in the
market ({dy, Ckt, Px }i) before setting prices. Each hotel sets pj; to maximize profits in a
Nash-Bertrand game:

pjr = argmax - s(pj[P—je) (pje — cjt),
]
where s(-) denotes the market share function, suppressing dependence on non-price
variables, and cj; is marginal cost, P_j; the vector of other firms’ profits.
This yields profits based on the market size M;; . We define variable profits I1; as
Iy = (pjt — cjt) - sje - M.
Now, we use a linear approximation around the firms profit when its own shocks

are zero. This results in additively separable terms for firm type and demand that are
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consistent with the lending model:

_ dln Sjt
Wi = e[+ wie(p5 +8ie) ] = 5= ©)

jt

here, «j; is the semi-elasticity of j’s demand with respect to its utility, 77;; is the profit
evaluated in absence of all demand shocks, and own type deviation—ﬁjt = I1; ] $1=0,E=0"

i 5=

The profit deviations scale approximately linearly with demand shocks and types n].gt =
ﬁjt . Kjt(P/ 7'L';ljf = ﬁ]t . Kji(P'

This approximation captures the first-order effects of a hotel’s own demand shocks
and firm type, while abstracting from higher-order interaction terms and dependence on
other firms” shocks. The linearization provides a tractable, additively separable repre-

sentation of profits that links directly to the credit market.

These profits, after subtracting mortgage payments and i.i.d cost shocks, form the
profit stream. Profit streams are the foundation for lending decisions in our model:
they determine the credit available to each hotel, the distribution of dividends, and the

likelihood of entry or exit.

5.5 Equilibrium

We adopt a stationary, oblivious rational-expectations equilibrium. The key equilibrium
requirements are that lenders and hotels have rational expectations about their beliefs.
Recall that lenders hold beliefs about equilibrium (next-period) debt limits (see 5.2.2).
Hotels hold beliefs about the equilibrium entry and exit probabilities given current num-
ber of firms (see 5.3.2) while calculating their firm value and deciding entry.

In equilibrium, lenders” and hotels’ beliefs should be consistent with implied equilib-
rium outcomes. That is, lenders’” beliefs about equilibrium debt limits should coincide
with the actual debt limits that emerge from lenders’ zero profit condition, given those
beliefs. Hotels’ beliefs about average entry and exit probability should be consistent with

the (average) entry and exit probabilities generated by the model.

We describe these equilibrium conditions as fixed points of two operators: an oper-
ation that maps beliefs about debt limits into implied debt limits, and an operator that

maps entry-exit probability beliefs into implied average probabilities.
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5.5.1 Credit Limit Consistency

Let Lb(ﬁ,”;'-[) denote a function that denotes lenders’ beliefs of equilibrium debt limits
given arguments (77, ). Then, we define an operator T..q;; which gives an implied debt

limit function based on the lender’s beliefs and their break even condition:
Tcredit[Lb](ﬁjt+1/ij) =sup{L >0:3 rst. E[ﬂlender(”z L, 7tjt1, Mt | Lb())] = 0}.
L

This is how lenders set debt limits when they believe that next period equilibrium debt
limits are given by L"(7j;.1, Hjt).

Then, the equilibrium set of debt limit beliefs satisfies a fixed point of the above
operator:

Tcredit[Lb*](ﬁjt+1r7"[jt+1) = Lb*(ﬁjt+1/7'[t)

This condition ensures rational expectations: the equilibrium choices made by lenders

are consistent with their beliefs.

5.5.2 Market Evolution Consistency

The second fixed point ensures consistency in hotels’ beliefs. Let G((.)) denote the
operator that maps the equilibrium beliefs about the market evolution function y? (n¢)

into implied average probabilities of entry and exit for markets with n;; firms:
g (gbb(n]-t)) — {implied average transition probabilities when hotels act under ¢(.)}

Then, in equilibrium, the implied average market transition probabilities must be the

same as the hotels’ beliefs, i.e., the belief must solve a fixed point problem in the map:
9" (nje) = G" ()

Note that, this map depends on all decisions made in the accommodation market, that
generates profit streams, and in the lending market, where credit allocation and the profit
stream give rise to entry and exit. We summarize these decisions for completeness below.

The appendix 9.9 describes the equilibrium conditions more formally.

(1) Accommodation market actions : Hotels compete in Nash-Bertrand equilibrium
given the nested-logit demand system, yielding equilibrium prices, market shares,
and operating profits (see 5.4).

(2) Debt accounting and rollover: Debt rolls over across periods according to realized
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profits and interest rates, when approved (see 4).

(3) Lenders’ zero-profit condition: Lender interest rates satisfy the zero profit condition,
that also gives rise to debt limits (see 5.2.2).

(4) Default and exit. Firms default and exit when their required rollover exceeds their

equilibrium debt limit (see 5.2.2).

(5) Value recursion. Firms earn dividends from profits after debt accounting. Firm value

satisfies the recursive Bellman equation (see 6).

(6) Entry. Potential entrants draw amenity value and entry shock (J,7) and enter if their

entry criterion in equation 7 is satisfied.

6 Identification and Estimation

We estimate the model in stages, drawing on three primary sources of variation: hotel
revenues, hotel entry, and hotel exit. Additionally, we use loan outcomes to infer lender
costs.

Before outlining the estimation steps, we summarize the model parameters to be esti-
mated and their role in the model. Consumer preferences (B, p) and firm characteristics
create variable profits. Volatility in demand and costs, and the dispersion in types, dic-
tated by their distributions (D¢, D¢, Dy), creates uncertainty in profits, while mortgage
deductions a reduce mean profits. These profit streams imply credit limits and interest
rates, which dictate exit. Firm entry depends on entry costs F(.), the (amenity) distribu-

tion of entrants Deytrant and the distribution of entry shocks D;;.
Now we lay out a road-map of the various stages of estimation:

Accommodation Market

1. Consumer demand: We estimate guest preferences in the accommodation market
tirst in Section 6.1.1 using standard approaches.

2. Profits and demand shocks: Once we estimate the guests’” demand model, we use
it to calculate mean profits and their demand deviations in Section 6.1.2.

Debt Market

3. Lender Costs and Losses: We estimate these directly from data on 7(a) loan out-
comes in Section 6.2.1.
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4. Entry: Then, we estimate entry parameters using maximum likelihood on the ob-

served entry patterns in Section 6.2.2.

5. Profit Primitives: Finally, we estimate the remaining components of the profit
stream by using maximum likelihood on observed exit, in Section 6.2.3. At a high
level, exit patterns identify features of the profit stream because our lending model
maps the profit stream into (a distribution of) firm exit. We solve the model to

explicitly create this map, and use it to recover the underlying primitives.

This sequential approach maintains computational tractability while allowing us to
exploit model structure for precision. In particular, the maximume-likelihood estimation
in the debt market leverages the model’s equilibrium relationships to extract the most

information from the data.

6.1 Accommodation Market
6.1.1 Consumer Demand

We estimate consumer preferences for accommodation demand using cross sectional

variation in prices and product shares.

Recall that markets are city-year pairs, with the largest (66) metropolitan areas sub-
divided into smaller markets to ensure meaningful product differentiation. Following
Farronato and Fradkin (2022), we set market sizes to two times the calculated quantity

of sales.

Using the Berry inversion (Berry 1994), difference in (log) product shares and the (log)
outside share yields consumer utility, along with a term for within-nest shares. Using

our specified guest utility (see 8 ), the estimating equation for demand is:

IOgSj,g —logsor = thzx — ‘Bp]t + plOgS”g,t + ((5] +¢; — X]-tzx) + ‘:]t . (10)

where s is hotel j’s share in market £, , s, ; represents j’s share market within its nest
g, sot is the share of the outside good, Xj; are observable characteristics—hotel average
rating, number of stars, and a brand dummy— which capture a portion of the hotels’
amenity value and type (J;, ¢;). pj: is price and ¢j; represents unobservable hotel quality.

The key parameters of interest are (8, p).

Identification Identification for price sensitivity comes from correlation in prices and

market shares, while correlation in within-nest shares and product level shares identifies
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the nest parameter. In our estimation, this variation is fully cross-sectional, since we only

have prices from 2024, when we collected our price data.

The key identification challenge is price endogeneity: hotels with higher unobserved

quality charge higher prices, creating correlation between ¢;; and pj;.

We address price endogeneity using differentiation-based instruments that use other
competitors’ characteristics to create measures of competitive pressure. This follows
Berry, Levinsohn, and Pakes (1995), Bresnahan, Stern, and Trajtenberg (1997) and Gandhi
and Houde (2019) who use functions of rival product characteristics to construct instru-

ments.

The first set of instruments exploits variation in number of competitors around a ho-
tel. Specifically, we measure the number of hotels j competing with i by lying within one
standard deviation of the inter-hotel distance distribution: Zﬁ = Yxeg\ gy Hdc(j k) <
hg}, where dg is geographic distance and hg = sd({dg(k, £)},) is the standard devi-
ation of all pairwise inter-hotel distances pooled across markets, capturing typical geo-
graphic dispersions.

The second set of instruments measures competitive pressure by counting competitors
within the market that are ‘nearby’ in attribute space : (i) the number of same-nest,
same-star hotels within kg, and (ii) the number of hotels within one standard deviation
of a quality g; index derived from review text (see Appendix (9.3.6)). Formally, Z?t =
Yk W9k — g1 < hq}, where hy = sd({qx}x) is the standard deviation of the quality
index across all hotels, capturing typical quality dispersion in sample. This instrument

tracks competing close substitutes in perceived quality.

To address endogeneity in nest shares, we include number of products in a nest, as
well as city-level accommodation tax rates as instruments. These shift the value of the

inside nest relative to the outside option.

The instruments are relevant as they capture how “crowded” a hotel’s competitive
environment is. First-stage F-statistics exceed 50, and over-identification tests fail to

reject instrument validity at the 95% level.

The exclusion restriction requires
E[Cit | Zy] =0 (11)

We argue that our instruments satisfy exclusion as they induce price variation only from
supply side competition. For a given hotel, its competitors” characteristics affect demand

only through induced changes in prices, not directly through the utility provided by the
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hotel. All instruments are leave-one-out.

An additional challenge in current estimation is that revenue data comes from the
2022 Census Business Register®!, while our scraped prices are from 2024. The timing
mismatch creates measurement error in prices, but our instrumental variables strategy
remains valid under classical measurement errors (see 9.10.1). Plausible forms of non-
classical measurement error would bias our price coefficient toward zero, making our

estimates conservative.

We estimate the system of equations in ( 11) using a 2-stage GMM procedure, which
improves takes the variance-covariance matrix of moments from a first stage estimate
(2SLS) and uses them to construct optimal GMM weights for the second step of estima-

tion.
Table 6: Demand Estimates: Logit vs. Nested Logit (OLS and IV)
OLS-Logit  IV-Logit =~ OLS-Nested  IV-Nested
Price coefficient 8 -0.003 -0.05 -0.000 -0.015
(0.00) (0.006) (0.039) (0.003)
Nest parameter p — — 0.755 0.656
(0.03) (0.130)
Instruments No Yes No Yes
Nests No No Yes Yes
N 7200 7200 7200 7200

Notes: Coefficients shown with standard errors in parentheses clustered at city level. B is the
marginal utility of price; p is the within-nest correlation parameter (0 < p < 1). Estimates
cleared for disclosure by U.S. Census under disclosure ID 12761.

Results Estimates are shown in Table (6). These imply high price sensitivity for ac-
commodations. Median own-price elasticity across all hotels is -4.36 and the mean is
-5.23. This is consistent with prior estimates in the literature that find elasticities in the
range of -5 to -7 (Farronato and Fradkin 2022). The within-nest correlation parameter
p = 0.66 implies strong substitution within accommodation types. The implied (aver-
age) market elasticity of -1.74 indicates that while consumers readily substitute among
properties, overall lodging demand is moderately elastic— consistent with significant

business stealing.

31This is the current latest version of revenues. Future iterations will use updated revenue data, obviating
this challenge.
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6.1.2 Recovering Profits and Demand led Deviations

Having estimated consumer preferences, we now translate observed revenues into firm-
level variable profits. From these, we recover expected firm profits and demand-driven
deviations, which are components of the underlying profit stream. Mean profits are used

in later estimation stages.

Recovering Profits First we translate revenues into firms’ variable profits.

A challenge for recovering profits is that we don’t observe prices between 2010-2019
for small hotels. Prices are only available for 2024 through our data collection exercise.
To overcome this, we predict marginal costs and use the Nash-Bertrand model of price
competition to back out prices consistent with profit maximization. Concretely, given
marginal cost and revenue for every firm, we can solve for the vector of prices that

would be consistent with each firm maximizing their profit.

Two assumptions are required for this step. First, the predictive model of marginal
costs must approximate firms’ true costs during 2010-2019. Second, we assume that
consumer preferences during this period are stable and identical to those estimated from
2022 data.

We predict marginal costs using local labor costs. Here, we want to capture how local
labor markets drive the price of accommodations. Labor represents over 50% of variable
hotel costs (U.S. Bureau of Economic Analysis 2025), and predicts average local prices

and electricity costs, making wages a significant and natural cost predictor.

To build a predictive model, we back out marginal costs using the estimated demand
system and supply model (with data from 2022 and 2024). Using these recovered costs
as data, we regress marginal costs on local wages. We then use the estimated linear
relationship to predict marginal costs for 2010-2019. This linear regression yields median
predicted costs of $71 per room for motels and $94 for hotels through our sample (in 2019

dollars), which is consistent with benchmarks and our actual estimates.>2

Next, we use these marginal costs to infer equilibrium prices. We exploit the first-
order conditions for profit maximization: given demand parameters and marginal costs,
we solve for the vector of prices that is consistent with Nash-Bertrand equilibrium. Let
s(p) denote the ] x 1 vector of market shares and A(p) the Jacobian with elements A =

%2These figures are somewhat elevated relative to rooms department costs alone (which industry data
suggest averaged $35-50 for limited-service properties in this period). This is an artifact of the high
marginal costs implied by our estimated lerner markups in 2022. This reflects that our recovered costs
include all variable expenses and incorporate credit-constraint pricing wedges.

42



ds;/dpx. The Bertrand first-order conditions yield:

mc = p+A(p) 's(p), (12)

where we impose single-product ownership (fewer than 7% of markets have multi-
product firms). We solve this $J$-equation system using Newton’s method for each
market-year pair. Details are provided in the Appendix (9.10.2).

With prices, revenues and marginal costs, we compute firm-level variable profits as:
I = qji(pjt — mcjp).

To obtain mean profits, we make a simplifying assumption: each firm’s expected ex-
ante profit is constant over its lifetime. We use the firm’s average profit as an estimate

for this lifetime mean3:
— Y 1Lt
I ¥, 1{j is active}

This simplification abstracts from within-firm profit changes caused by evolving market

structure. Such abstraction could bias parameters inferred from exit, which rely on varia-
tion across the profit distribution. However, we argue that most hotels’ relative positions
in the profit distribution remain stable over time. Hence, potential bias from ignoring

within-firm movements in profitability is likely limited.

Results: This yields firm-level markups and mean profits averaging 34% of revenue
(median 29%), which are broadly consistent with industry benchmarks of 25-30% gross
operating margins (STR / CoStar Group 2024). Profit and revenue rankings align tightly

within markets—fewer than 1% of firms differ by more than one rank position.

Recovering Demand led Deviations in Profit With the mean profits 77; in hand, we

now estimate demand-driven profit deviations, njgt.

Our linear approximation in equation (9) implies that demand shocks change profits
proportional to the mean profit, scaled by the semi-elasticity of substitution. Empirically,
we find that profit variance scales linearly with mean profit in a constant proportion.

This is consistent with having similar semi-elasticities across markets.

We therefore specify demand shocks as proportional to mean profit:

n]% =TT ngt' ngt ~ N(0,07;),

This specification allows us to pool information across firms, improving efficiency. We

3Note that, we cannot differentiate between expected profit and firm type. The two remain together
during estimation, and the econometrician can account for uncertainty in types.
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estimate this by maximum likelihood. The resulting demand deviations feed into later

stages of estimation.>*

Results: Maximum-likelihood estimates yield o, = 0.37, implying that the inno-
vation in profits have a standard deviation of 37% of mean —consistent with industry

reports of high volatility in hotel profits.

6.2 Debt Market

So far, we have recovered mean profits and demand shocks from hotel revenue data. We

now turn to hotel entry and exit data to estimate the remaining model parameters.

Estimation proceeds in three stages.. First, we estimate the recovery parameter and
the opportunity cost (w,m) directly from loan outcomes (Section 6.2.1). Next, we use
variation in firm entry across their profits to recover the entry cost function F(.) and
other entry parameters— Dy, Dentrant- For tractability, we estimate the entry-cost function
in two steps, as described in Section 6.2.2. Finally, we use exit variation to recover the

remaining components of the hotels’ profit stream—(a, Dy, Dc)—in Section 6.2.3.

We specify parametric forms for each of these components, allowing estimation by
maximum likelihood. This approach lets us exploit the full structure of the model for

identification and precision.

6.2.1 Funding Costs and Recovery

We first estimate the parameters that characterize the lender’s one-period problem. These
parameters enter directly into the debt-market block of the model.

The cost of raising funds m, and recovery rate w are recovered directly from the data
on 7(a) loan outcomes. We infer the recovery rate from the distribution of charged-off
losses in the data and set the value of w equal to the empirical mean of that distribution,
0.61.

We estimate the cost of funds m using the lenders’ zero-profit condition. Because we
observe principals, interest rates, and realized losses, we can back out the average cost
that implies zero expected profit on the portfolio of hotel loans. This yields an implied

cost of funds of 1.09 per dollar lent.

34Note that, this captures changes due to market structure as well, which partially compensates for our
earlier choice of keeping profit averages fixed. While running counterfactuals, however, we don’t currently
account for how this variance changes.
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6.2.2 Entrant Distribution and Entry Threshold

Now, we estimate firm entry parameters in 5.3.3: the fixed cost function F(.), distribution
of entry shocks Dy, and the distribution of (amenity values of ) underlying entrants
Dentrant. We specify parametric distributions for these objects and estimate them by

maximum likelihood.

As an estimation device, we first recover a profit threshold for entry, 77*, rather than
estimating fixed costs directly. We then use this threshold to infer the fixed-cost param-
eters. This two-step procedure exploits the model’s structure and allows us to divide
estimation into smaller, tractable components. In this section and beyond, we use firms’
empirical mean profit 77; for estimation, as discussed in 6.1.2. For notational consistency

with the model, we retain a time subscript it though estimation uses 7T;.

To capture scale effects in entry costs, we parameterize entry cost to be linear in mean
profit: F(7tj) = Fo- (7). We parameterize the entrants’ amenity distribution as i.i.d
log-normal: log 6; ~ N (ps,05) and entry shock as i.i.d. normal: #; ~ N(0, 7).

We now outline the estimation procedure. Recall the entry criterion: firms enter when

their value, net of initial debt Lj; is larger than equity sF(7Tj;).
E [V(f(jt +1j, (1 - S)F]‘ (1 + rjt)/ S]'t)] — Sth >0

with F; = Fp - (ﬁjt + 17]-) is the initial loan, rj; is the corresponding interest rate.
Estimating Fy directly through this entry condition requires computing the value func-

tion, which needs all the remaining parameters.>> Instead, we exploit the model’s mono-

tonicity to show that this problem is equivalent to estimating a profit threshold for entry.

The threshold equivalence arises from the monotonicity of the value function and
our parametric assumptions. For a fixed number of firms n; (and holding all other
parameters fixed), the expression [E [V(ﬁ:jt +1j, Ljt, Sjt)] — sFj can be stated as a function
of (7j; + ;). Denote this function as £(mj +1; | nj, Fo, ;). We show that £(. |
njt, Fo,j) is an increasing function: the expected value of the firm, minus its equity,
increases with profit. This property implies that, for a given number of initial firms nj,
the above entry criterion is equivalent to a cutoff in profits: firms enter if and only if 77; +
1j > 7" (njt, Fo, ¢jr), where 77(.) defines threshold profit levels. (see Appendix 9.10.1).

To improve statistical power, we assume that markets with entry are sufficiently sim-

35The Value function depends on the underlying 7, which means it depends on all components of profit
(ﬂ, ng/ Dg, DC)

36 Addtionally, the ex-ante type distribution is parameterized to have variance that scales with the mean
profit, as shown in the next section.
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ilar that variation in n; has negligible effect on firm value.’” With this assumption, we
pool across all markets with entry, allowing us to estimate a single threshold for entry,
which we now call 77*. While strong, this assumption yields a tractable baseline; future

extensions will relax it to allow richer market-structure effects.

Now, we specify a likelihood for observed entry £(7*, Ty, Us, 0s) based on the thresh-
old and the rest of the parameters. The likelihood has two components: contributions
from observed entrants and contributions from markets (location-year pairs) with no
entry.

Entrants’ contribution to the likelihood is simply the probability that they cross the
entry threshold: Pr(7t;;(d;) +1; > %) =1 — F;(7* — 7;4(6;)). For markets with no entry,
the contribution is the probability that all potential entrants fall below the threshold,

integrating over amenity draws:

Pr(no entry in m) /F T — 7( )) dFentrant (U5, 0)

n smaller than
needed for entry

We simplify by assuming that incumbent market structure is identical across no-entry

markets, using the median market (by number of incumbents) as the reference case.?®

The full likelihood is:

£(7'[*/ 0’,7, s, 0’5) = H [1 — FW(TC* — ﬁ]t(5])):| X l/ F’7 — ))dPentrant(Vézaé)

entrants j no-entry markets m
(13)

Maximizing this likelihood yields estimates of 7%, 03, and s, 5.3

Identification Identification of 7* comes from balancing the profits of observed en-
trants and the absence of entry in other markets. If 7" were too low, we would observe

entry even in the least attractive markets. If it were too high, we could not explain the

%7Note that, this only assumes that changes in future firm value due to future changes in market structure
are similar across market sizes. For this to hold, changes in firm profits from entry or exit should not be
too different across markets where entry takes place. We observe this to be a reasonable assumption in our
data.

3Market characteristics are suppressed to preserve confidentiality.

3 As econometricians, we do not observe firms’ underlying mean profits precisely. Given a prior on ¢,
we could instead integrate over the posterior distribution of firm profits. Our current implementation does
not do so, which overstates precision for firms with short panels. Future iterations will incorporate this
correction.

46



presence of low-profit entrants (see Figure 5).

Variance in entry shocks o, are identified by the smoothness of the entry margin.
Without these shocks, the model would predict a sharp cutoff in entry at exactly the
profit level where expected returns equal fixed costs. The observed gradual decline in
entry rates as market attractiveness falls identifies the variance of entry shocks needed
to smooth this discontinuity.

Finally, the observed distribution of profits among entrants identifies the scale and

shape parameter of the entrant-amenity distribution yu;, 5.

>
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No entry Entry 1 (Beginning profit)
(a) Entry probability across markets (b) Entrant distribution

Figure 5: Identification from entrants’ profits.

Note: Cutoff 7t* balances the likelihood of non-exit in city by year pairs (in the left panel) with the likeli-
hood of entry by observed entrants (on the right). 7; explains smoothness in the distribution of entrants.
Lognormal parameters fit the observed profit distribution of entrants.

Results: The estimates imply that firms earning roughly $40,000 per year of net resid-
ual profits are threshold entrants. There is wide dispersion in profits among actual en-

trants, with Ty estimated at nearly $31, 050.

6.2.3 Cost Primitives

We now estimate the remaining primitives of hotel profit streams—(a, Dy, Dc)—along
with the entry-cost parameter Fy. These parameters are estimated by maximum likeli-
hood.

The key idea is that a candidate set of parameters for (a2, Dy, D¢) dictates the volatility
(and mean) of profit streams. Through the lending model, these profit streams translate
into firms” exit probabilities via the latent evolution of debt. The estimated parameters,
then, are the ones that best fit the observed exit distribution. In parallel, we recover the
fixed-cost parameter Fy using the firms’ value function and a correspondence between
the threshold 7t* and F.
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Estimation proceeds in three steps. First, we solve the lenders’ model offline over
a grid of candidate parameters and profits (Section 6.2.3). Second, we use the model
to generate exit probabilities for each candidate set of parameters (Section 6.2.3). In
practice, we combine these two steps for computational efficiency. Finally, we use these
exit probabilities to specify an exit likelihood (Section 6.2.3); within this step, we also

estimate Fy using value functions from the lenders” model.

To implement maximum likelihood, we impose parametric forms on (Dy, Dc). We
assume that both are normally distributed: 7€ ~ N (0,02) and ¢ ~ N(0, Uq%).

Solving Lenders’ Model We solve the lenders’ model to generate the exit probabilities
used in constructing the exit likelihood. We solve this offline, over a grid of candidate

parameters: (o¢,0yp)

To solve the lenders” problem, we need to fully specify the profit stream. Recall that

we’ve already estimated demand deviations nﬁ

a candidate distribution over costs and types then completes the description of profit

in the accommodation model. Choosing

uncertainty.*’

The solution of the model yields three sets of objects: interest rates, credit limits and
value functions. For a fixed set of candidate parameters and a fixed mean profit, we
compute debt limits and interest rates by backward induction from a terminal period. In
the final period T, type uncertainty is fully resolved and the model is stationary. Using
debt limits in T, we compute debt limits and interest rates in T — 1. We continue through
backwards induction from T—1 to period 0, calculating debt limits and interest rates at
each step. At each step, we use the lenders’ age-specific posterior distribution over firm
types (see Appendix 9.10.1). For estimation, we set T = 10 and verify that results are

robust to increasing the horizon.

We solve the model over a full grid of candidate parameters and profits. Firm profits
are discretized over their observed support. For computational tractability, we assume
that there are three types whose dispersion is obtained from a three node Gaussian
quadrature. Similarly, we discretize over a wide range of candidate cost and type disper-
sions (o¢, 0p). Implementation details in the Appendix 9.10.3.

With interest rates and credit limits in hand, we solve for each firms” value func-
tions. The value function satisfies the Bellman equation (6), which we solve as a lin-
ear system rather than by direct iteration. This approach—similar to Hotz and Miller

(1993a)—exploits the linear structure of the expected-value operator and reduces run-

40The mortgage parameters simply rescales mean profit, so we don’t need to solve the model separately
for different values of a.
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time by roughly two orders of magnitude (see Appendix 9.10.3). Finally, we account for
market-structure dynamics by averaging value functions over transitions in the competi-

tive environment ¥;;(.). Further details are provided in the Appendix 9.10.3,

Obtaining Exit Probabilities In this step, we combine interest rates, credit limits, and

candidate profit uncertainty to compute firm-level exit probabilities.

The key idea is that interest rates and realized profits together determine how a firms’

debt evolves. Recall the debt rollover equation (4) from the lenders” model:

Ljty1 = max{Lj(1 +r) — 7;;, 0}

For any ¢ liability L , we can derive the probability of reaching debt L;;,, based on the
distribution of the profit stream 77j;. We denote this one-period mapping as the transition
kernel Kj;(Lji11 | Ljt). In our discrete implementation Kj; is simply a transition matrix

over debt states.

By iterating this kernel forward, we construct a multi-period—or “long-run”—transition
matrix, Ij(L¢y | Lt) , which gives the distribution of liabilities k periods ahead in time.
A key computational advantage is that these transition matrices can be generated recur-

sively while solving the lenders” model (see Appendix 9.10.3 for further details).
Starting from any liability in period t, the probability that a firm exits in period t + k

is given by this long run transition kernel: specifically, the probability that debt first

exceeds the equilibrium credit limit in period ¢ + k conditional on survival until t +k — 1.

Let p;,(Lt|7;) denote the probability that firm j with mean profit 77; exits in period

t + k, starting from debt L; in period #*!

. Let g;1x(Lt | ) denote the probability that
the firm survives until the end of period t 4k . These two objects—exit and survival

probabilities—form the foundation of the likelihood function estimated in the next step.

Maximizing Exit Likelihood We use the model-implied exit probabilities to construct

a likelihood for exit based on a set of candidate parameters (a, 0y, 0c).

The procedure has two stages.First, we determine firms’ starting debt levels, since
exit probabilities depend on initial debt positions. We obtain these starting debts by esti-
mating the fixed-cost parameter Fy. Second, we use the resulting debt levels to compute

the likelihood of exit and survival.

#INote here we're denoting firm profits as fixed, as assumed in 6.1.2. This is not necessary, the transition
matrices provide an elegant way to translate debt across periods even when mean profits shift. In practice,
this means that instead of using exit probabilities indexed by profit, we need to use exit probabilities
indexed by profit history. This increases runtime.
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We recover Fy using the estimated profit threshold 7*. For each candidate ((74,, ac), ,
we have already computed the value function while solving the model. The optimal F is
that one that best rationalizes 77* as the entry threshold, given the other entry parameters
(1, 15, 05). We simplify this computation by noting that the conditional likelihood is max-
imized exactly when the threshold firm is indifferent to entry (see Appendix 9.10.1). The

likelihood maximand, therefore, is simply the Fy that solves the indifference condition:

E [V(7*, (1 —s)m" Fy(1+414),8j)] —sm*Fy =0

where 7, is the corresponding interest rate on starting debt. We calibrate the borrower
equity share to s = 0.1, consistent with SBA requirements of 5-20% equity contribution in
guaranteed loans (SBA SOP 2023, Code of Federal Regulations 2024), since there is limited
variation to identify this parameter in our data.

After estimating Fy the initial debt for entrants is given by L = (1 —s)F - ;. To
define a likelihood, we need an initial debt for incumbents as well. For these firms, we
assign the distribution of debt observed t + k periods after entry as this starting debt,

where k is the mean age of incumbents*?.

We then use exit and survival probabilities conditional on starting debt to form the
likelihood. Let 7; denote the time between the first and the last appearance of j in the
panel. Let E; be an indicator for firm exit, 77;; be mean profit and Lj; denote the firm’s
initial debt. The likelihood takes the following expression:

_\1E _ \1YE
£(0,00,0) =T | oL | 75300 | [ 9 (Lie | 7)

Here, p-(Lj | 7Tjt) is the probability of exit for firm j after 7; periods, and g+ (Ljs | 7jt)
is the probability of surviving for 7; periods without exit, both conditional on starting
debt L; and mean profit 7;. We maximize this likelihood with respect to (cy, 0c,a) (see
Appendix 9.10.3 for details).*?

Identification The profit-stream parameters 4, Dy and Dc are identified from the joint
distribution of firm profits and exit. Mortgage payments a and the distribution of costs
D¢ are identified from the cross-sectional pattern of exit. The distribution of hidden
types Dy is identified from panel variation in exit.

#2k suppressed to preserve disclosure protection

#3As econometricians, we do not observe firms’ mean profits exactly. For a given 0y, we can derive
a posterior distribution over each firm’s mean profit. In a prior specification without mortgages, we
compared versions that did and did not account for this posterior; the resulting point estimates were
similar. Future work will extend this correction to the full model.
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We begin with mortgage share 4. Recall that mortgage payments reduce a firm'’s
mean profit from 7 to 7T;;(1 — a) without affecting uncertainty 7;;. Lower levels of
profit relative to the uncertainty increase firm volatility. As a result, higher a makes all
firms more volatile, raising overall exit probability. We identify a from average exit rates

across the sample.

Cost shocks 7'c]-ct rationalize higher exit among less profitable firms. Since o¢ is com-
mon across all firms, it affects these firms more relative to firms with higher profit. Figure
(6) shows this empirical pattern: firms with lower profits exit more frequently. The esti-
mated variance of costs is the one that best matches exit probability across profits with

its empirical distribution**.
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Figure 6: Empirical vs. model-implied firm exit probabilities.

Note: The left plot shows the empirical distribution of firm exit, with profit on the x axis and exit probability
on the y-axis. The right figure shows a heatmap of model implied exit probabilities, with ¢, variance on
profit innovations on the x-axis, profit on the y-axis and darker colors representing more exit. As oz
increases, exit probability increases secularly, but small firms always exit more. The estimated value of o,
and a matches the empirical exit probability on the left to the model implied one. Estimates cleared for
disclosure by U.S. Census under disclosure ID 12761.

Hidden quality types Dy are identified from age-related patterns in exit. Young firms
face higher exit risk because lenders haven'’t yet learned their true quality, leading to more
dispersion and tighter credit constraints. As firms age and reveal information through
profit histories, their exit risk declines. Figure (7b) illustrates this mechanism: when type
uncertainty is high (0, > 0), the model predicts larger differences in exit rates between
young and old firms. The estimated ¢ matches the empirical exit gradient to the one
implied by the model.

Results: The estimates imply substantial uncertainty in hotel markets. Hidden type
uncertainty is economically significant—the estimated standard deviation equals 60% of

mean profits—consistent with empirical evidence on young firm riskiness. Idiosyncratic

#“Our framework allows for non-parametric identification of D¢ under mild regularity conditions (see
Appendix 9.11), though we adopt a parametric specification for estimation power.
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Figure 7: Age Exit Gradient with different ¢

Note: Left plot shows exit probability for a firm with given distribution of 7’ across two periods when
op = 0, i.e., there is no type uncertainty. The right plot shows higher exit probability for a firm in its
first period compared to the next period, because lenders resolve uncertainty over time. The estimate oy
matches difference in exit probability implied by the model to its empirical (initial condition adjusted)
counterpart.

cost shocks are estimated to have a standard deviation around $3,400 per year, which
is about 60% of profit of our smallest 5% of the firms. These shocks disproportionately
affect smaller firms, as a given dollar shock represents a larger fraction of their revenue
base. The interaction between cost uncertainty and firm size helps explain the observed

higher exit rates among smaller establishments.

Estimated proportion of mortgage payments is low and insignificant at 4% of profit,
but in conjugation with the estimated marginal costs of more than 75% (which partially
captures pricing wedges to drive down leverage)*, firms pay nearly 80%t of revenue
towards their costs and debt, which aligns with industry benchmarks and IRS reports.

Finally, firms are deeply financially constrained due to recovery risk. The estimated
debt limits for working capital loans are between three to five times yearly variable profit.
Compare, this to the firm’s discounted lifetime value. At the chosen discount factor of
B = 0.96 this is 25 times the mean profit.

6.3 Model fit

The model closely matches the observed distribution of firm dynamics, as shown in
Figure (8).
As a robustness check, introducing an additional exogenous exit rate yields insignif-

icant estimates and does not improve fit, suggesting that the parsimonious structure is

#5See Appendix 9.8.5 for a discussion of why firms might price as if their marginal costs are higher than
their actual per unit cost in this setting.
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Figure 8: Exit Probability in Hotels
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Note: This figure plots the implied exit probability from the model against empirical exit probability in the
10 year period. Estimates cleared for disclosure by U.S. Census under disclosure ID 12761.

sufficient to explain observed exit patterns.

Forward simulations of the model, in which we solve for equilibrium prices, entry,
and exit, also generate outcomes consistent with the data: the implied inter-quartile
range of prices is 83-97, well within the range observed in the accommodation market.

Together, these checks provide confidence that the model provides a credible basis for
counterfactual analysis.

7 Counterfactuals

We use our estimated model to run counterfactual experiments. These enable us to

understand the gains from 7(a) awards, and the channels through which they operate.

First, we use our model estimates to simulate markets with and without 7(a) assis-
tance. This allows us to quantify the welfare effects of the 7(a) program. Our counter-
factuals imply that hotel markets in our sample are inefficiently constrained by financial
frictions, and alleviating these constraints raises welfare. Program awards from 7(a) cre-
ate these gains cost-effectively. Total welfare increases by about $54 million (0.6% of
market revenue), at a fiscal cost of $24 million in guarantee payments, implying a fiscal
multiplier of 2.25.
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Figure 9: Welfare and Fiscal Cost of 7(a)

Note: The left plot shows the overall surplus, split into the value of additional, efficient firms (allocation)
and the surplus created by reduction in prices (competition). Fiscal costs are smaller compared to the
overall gains. The right plot breaks down the overall surplus gains into gains of consumers and hotels.
Estimates cleared for disclosure by U.S. Census under disclosure ID 12761.

These gains come from increased hotel presence in our markets, along with decreases
in hotels” debt expenses. Receiving a 7(a) award substantially reduces a hotel’s borrowing
costs and increases its credit limit. This credit expansion decreases or delays exit by
beneficiary hotels. Cheaper credit and longer survival also makes hotels that receive 7(a)
awards more valuable, and this encourages new entry. Markets affected by 7(a) feature

1.4% more firm-years.

We decompose welfare into two pieces—increased allocation to valuable firms and
competition. First, we shut down price changes and evaluate welfare effects. This re-
flects how program-led expansion of hotel options changes welfare in the markets. We
find that, on net, these additional firms expand the market, delivering accommodation
services that were inefficiently prevented due to credit frictions. A 7(a) award increases
credit allocation to these positive value firms. Roughly $31 million of total gains are
attributable to this channel.

Competition effects further increase surplus. As more firms enter and survive, com-
petition intensifies, lowering prices. Consumers, who are highly price sensitive, gain sub-
stantially from these price reductions. This more than offsets losses to non-beneficiary
hotels, whose profits decrease. On average, prices fall by 0.6% across markets, with upto
20% declines in the most concentrated markets. Price effects generate an additional $23

million in welfare gains. Figure (9) illustrates this breakdown. Overall, the quantity of
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accommodation sold increases by nearly 1% from both of these channels.

Next we understand how these gains are distributed (see Figure 9). Consumers cap-
ture most of the surplus, gaining $46 million overall. Nearly half of this comes from lower
prices, while the remainder comes from having more options. Consumer gains are highly
uneven across markets. Markets where 7(a) induces new entry—representing just 8% of
aggregate revenue—generate 25% of total consumer gains. Even within these markets,
the distribution is skewed: in the most concentrated decile (by Herfindahl-Hirschman
Index), consumer surplus rises by more than 10% of baseline revenue, compared to a

program-wide average gain of 0.5%.

Hotels gain $8 million on net, but with considerable heterogeneity. We decompose
effects based on whether 7(a) support induces new (marginal) entry or not. In markets
where a 7(a) award introduces a new hotel, incumbents lose profits due to significant
business stealing, sometimes even causing exit. After accounting for entry costs, entrants
themselves earn meager increases in producer surplus. The net producer surplus in these
markets is -$0.2 million: from a $1.4 million increase of entrant surplus, and a drop of

nearly $1.6 million of incumbent surplus.

Hotels that receive 7(a) awards, but are not marginal entrants, create welfare cost-
effectively. A 7(a) award reduces such a hotel’s borrowing costs and decreases its exit
probability, which increases dividends. These changes do not impose large fiscal costs—
by preventing firm exit, the program lowers its guarantee payments. For example, even
for the marginal firm that earns $38,000 in profit, a 7(a) guarantee lowers its one-period
exit probability from 0.19 to 0.09. This feature minimizes program costs while increasing

hotel dividends through cheaper credit.

7.1 Alternate Targeting

To study how program design might be improved, we examine reallocation and optimal
targeting. First, we conduct a simple exercise where we shift awards to concentrated
markets. Specifically, we remove all awards from the least concentrated third of the
markets (by HHI), and double the award probability for the most concentrated third
of the markets. Relative to a no-SBA benchmark, consumers gain $52 million, hotels
gain $5 million, and the government pays $30 million in guarantees, resulting in a lower
multiplier (relative to current 7(a) awards) of nearly two. This aligns with our baseline
tinding: awards to concentrated markets expand consumer welfare through entry, while

producer gains are limited due to substantial business-stealing effects.

Next, we try to understand how these awards can be optimally targeted. Specifically,
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we ask: if the government decides an (ex-ante) award probability based on candidate ho-
tels” amenity value and the corresponding market’s composition, what would the optimal
scheme resemble? While we formally describe this problem, and theoretically illustrate
the “first-order” like conditions of such an optimum, we’re unable to make empirical

progress due to significant computational challenges. (see Appendix 9.11)

Instead, we focus on a simpler allocation problem: government chooses award prob-
ability based on a hotels” profit (proxy for its characteristics), and the HHI of the target
market (proxy for market structure). For this exercise, we divide markets into 3 per-
centile bins by HHI, and firms into 5 percentile bins by profit. We restrict attention to
binary allocation schemes, where social planner gives awards with probability one or
zero. This lends maximum power to our counterfactuals to illustrate program effective-
ness, measured through the fiscal multiplier. We think of this exercise as conceptually
illustrative, rather than a policy prescription. We focus on two versions of this problem:
one where the government places equal weights on producers and consumers, and one

where it only values consumer surplus.

Optimal allocations in either scenarios avoid hotels in the smallest 20th profit bin.
These firms are typically young entrants, and default with high probability: operational
costs are highly damaging to small hotels in their early, indebted years. While they
can create significant value in concentrated markets, the government often needs to pay
guarantees when they exit, in addition to the hotels’ private entry cost. Any gains created
over their short life-span are not cost effective, and excluding them significantly increases

the fiscal multiplier.

Awards don’t substantially impact the largest 80-100th percentile firms on the exten-
sive margin. Most of these firms are incumbents with low debt. Exit probability is low,
especially after receiving 7(a) awards, which makes fiscal costs calculation error-prone “°.
For now, we conclude that these firms are not marginal to the policy and exclude them

from this exercise, with the caveat that we lack accurate measures of program multiplier.

Both the efficient and consumer-optimal allocations award firms in the 20-80 per-
centile of profits, but in separate markets. Efficient allocations target the least concen-
trated markets. These markets have many firms, and as such, 7(a) rarely induces new
entry. This is because business stealing effects, along with the large number of firms,
dictate that a new hotel needs to have substantial amenity value to enter. Typically, entry
(and marginal entry) happens only in the wake of exit. Therefore, most 7(a) awards go
to existing firms. As noted before, such awards create additional dividends for hotels

46Exit occurred in less than 10% of our simulations.
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through reduced borrowing costs and decreased exit. Additionally, changes in market
structure due to churn contribute little to the firms” profit volatility (due to the large
number of firms in these concentrated markets). Our simulations find similar multipliers
within the 20-80 percentile bin, so we quote results from a counterfactual that jointly
awards these bins with probability one to minimize simulation error.*” Under this allo-
cation, hotels gain $130 million, consumers gain $45 million and the government pays

$40 million as guarantees, leading to a multiplier of 4.38.

On the contrary, firms enter concentrated markets more often, and 7(a) induces marginal
entry. When an additional hotel enters, consumers benefit from price drops and increase
in the set of hotel options. There are some gains in producer welfare— with incum-
bents losing profits on net and entrants gaining it, but all hotels benefit from reduction
in borrowing costs. Entry, however, is still privately costly. Additionally, new entry sub-
stantially increases the chances of incumbent exit relative to markets with larger firms.
Finally, these markets usually have lower market sizes (Bresnahan and Reiss 1991), and
tirm profits as such tend to be smaller. This means that cost shocks are more impactful,
which additionally increases churn in these markets, which is costly. Under this alloca-
tion consumers gain $150 million, hotels gain $35 million and the government pays $45
million in guarantees, leading to a multiplier of 4.1. Figure (fig:fourpanels) visualizes the

allocations under various counterfactual schemes.

Overall, these counterfactuals highlight that welfare effects of 7(a) allocations depend
crucially on program targeting. While the multipliers in each of these cases are compa-

rable, there are large differences in who gains from either of these allocations.*®

7.2 Discussion

Our counterfactual exercises underscore broader insights about credit policy in markets

with imperfect competition.

First, credit frictions shape market structure and has important welfare consequences.

In our setting, small firms rely solely on debt, and debt is risky from imperfect recovery.

47This approach ignores spillovers across bins. We notice slight changes in multipliers from this joint
exercise compared to individual averages, but fail to reject them based on dispersion. At our current
number of simulations, we consider it reasonable to club these bins, treating them as a unit and reducing
simulation error through more award observations.

A general caveat on multipliers from these high probability allocations is that firm exit events may lie
beyond the simulation length. While we always account for this by using a discounted mean cost in the
last period summed over periods 11 to 20, with very large award probabilities, 10 years maybe insufficient
to accurately account for firm exit for later periods. In future iterations, we shall attempt to capture this
using longer runs.
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Figure 10: Award Schemes across Counterfactuals
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Note: This figure shows the heatmap of 7(a) awards in various counterfactuals, where HHI terciles are on
the x-axis and profit quintiles are on the y-axis. Panel (1) from the left shows the baseline 7(a) probability.
Panel (2) shows our simple reallocation where we remove allocations from least concentrated HHI tercile
and allocate at a double rate within the most concentrated HHI tercile. Panel (3) represents the equi-
weighted optimal allocation, which awards 20-80 profit percentile firms with probability 1.0. Panel (4)
represents the consumer optimal allocation, which awards the 20-80 percentiles with probability 1.0.

The combination of these restricts firms” access to financing and meaningfully contracts
markets.

Second, credit guarantees, like the SBA 7(a), provide a cost effective way to expand
markets and increase welfare. In our setting, the insurance offered by 7(a) substantially
increases access to credit for small firms. Payments due to default are limited, as awards
themselves reduce exits, and the government is only partially liable. This results in large
multiplier.

Third, targeting matters significantly for both efficiency and distribution. In our set-
ting, we find program support to the smallest of small firms to be substantially less cost
effective. Depending on whether the planner targets more or less concentrated markets,
consumers or hotels are the main beneficiaries.

These insights extend beyond the 7(a) program to a wider set of credit policies that
influence firm financing and market structure. Our framework suggests that credit inter-
ventions are most effective in sectors with substantial recovery issues, significant ex-ante
uncertainty, binding credit frictions, and concentrated product markets—characteristics
common in small-business-intensive industries like restaurants and local medical and

dental practices.
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8 Conclusion

In this paper, we develop and estimate a structural model linking debt and accommoda-
tion markets. This allows us to quantify the welfare effects of SBA’s 7(a) loan guaran-
tee program. Our approach endogenizes both lender behavior and market competition,

which enables us to run credible credible counterfactual experiments.

We find that 7(a) generates substantial welfare gains of $56 million at a fiscal cost
of $24 million, yielding a multiplier greater than two. These gains operate through two
channels: allocative efficiency improvements ($31 million) that direct new credit toward
high-value firms, and increased competition effects ($23 million) that lower prices and
expand consumer choice. Consumers capture the majority of benefits despite not being
direct program participants, highlighting the importance of equilibrium effects in policy

evaluation.

Our counterfactual exercises demonstrate that program design significantly affects
both the magnitude and distribution of gains. Optimal targeting schemes can benefit

consumers or producers, depending on which markets they focus on.

Our framework provides a tractable approach to modeling financial policy and firm
dynamics, though it relies on several simplifying assumptions. We treat default and
exit as equivalent events and assume lender market structure remains fixed. The first
assumption may be less appropriate in industries where exit stems from strategic or
operational decisions unrelated to financial distress. The second becomes less compelling

when policies are large enough to reshape lender-side industry structure.

Future research could extend this analysis by endogenizing lender market structure
to understand how large-scale programs affect credit supply. Additionally, applying the
framework to settings with clean default and exit data could help assess the content
of our assumptions, while testing the approach across different small business sectors
would provide valuable evidence on external validity. These extensions would enhance

our understanding of credit policy effects across diverse economic environments.
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9 Appendix

9.1 Small Business Lending in Top 10 Economies

Table 7: Estimated Government-Backed SME Loan Assistance (2010-2019) in Top 10
Economies

Country Primary program(s) USD Notes / sources
(bn)

USA SBA 7(a) Loan Program ~215.1  Sum of official annual totals.?

China Inclusive finance to small and mi- ~575 Outstandin% balance proxy;
cro firms uncertainty.

Japan Japan Finance Corporation (JFC) ~50 Aggregated from JFC annuals; SME
SME loans share assumed stable.€

Germany KfW domestic SME promotional =~ ~420 Extrapolated from KfW financing
loans volumes.4

UK Enterprise Finance Guarantee; ~15 Parliamentary and BBB publications.®
Start Up Loans

France Oséo / Bpifrance guarantees and  ~90 Oséo 2010 baseline, continued under
co-financing Bpifrance.f

India PMMY and related schemes ~175 PMMY sums (2015-2019) plus conser-

vative pre-2015.8
Italy Fondo di Garanzia per le PMI ~120 Back-cast from 2018-2019 volumes.h
Brazil BNDES MSME credit lines ~180 MSME disbursement averages from
BNDES!

Canada Canada Small Business Financing ~8.5 Gov’t CSBFP time series; year-by-year
Program (CSBFP) FX conversion.)
Total ~1600

@ SBA newsroom releases.

b People’s Bank of China inclusive-finance statistics; outstanding SME balance at decade end.
¢ JEC annual reports.

d KfW financial reports and publications.

€ British Business Bank reports; UK Parliament EFG statistics.

f Bpifrance publications; Oséo 2010 annual report baseline.

& MUDRA /PMMY reports.

h Fondo di Garanzia data and reports.

I BNDES transparency downloads; MSME series.

J Government of Canada CSBFP reviews and statistical reports (2010-2019).
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9.2 7(a) Details

9.2.1 Top Recipient Sectors: 2010-2019

NaicsDescription

Count (k) Amount (USD, B) Share (counts) Share (amount)

Hotels (except Casino
Hotels) and Motels

2 Full-Service Restaurants

3 Gasoline Stations with

Convenience Stores

4 Offices of Dentists

5 Limited-Service

Restaurants

6 Child Day Care Services
7 Offices of Physicians

(except Mental Health
Specialists)

8 Car Washes

9 Veterinary Services

10

11

12

13

14

15

Fitness and Recreational
Sports Centers

Beer, Wine, and Liquor
Stores

Broilers and Other Meat
Type

General Automotive
Repair

All Other Specialty Trade
Contractors
Supermarkets and Other
Grocery (except

Convenience) Stores

11.99

28.23
8.418

12.87
19.54

9.020

9.997

3.530

5.495

11.33

7.768

3.762

10.35

10.38

5.093

24.45

12.17
9.067

8.012
7.641

6.825

4.694

4.452

4.419

4.235

4.106

3.556

3.422

3.323

3.319

0.02

0.04
0.01

0.02
0.03

0.01

0.01

0.00

0.01

0.02

0.01

0.01

0.01

0.01

0.01

0.08

0.04
0.03

0.03
0.03

0.02

0.02

0.01

0.01

0.01

0.01

0.01

0.01

0.01

0.01

Notes: Count is displayed in thousands (k). Amount is displayed in billions of USD (B). Round-
ing uses up to 4 significant digits for values over 100 to keep at most 5 digits visible in each

numeric field.



9.2.2 7(a) Loan Characteristics

We plot characteristics of the SBA 7(a) loans that were granted.

Figure 11 illustrates the distribution of approved loan amounts. The majority of loans
are relatively small, ranging from $50k to $5 million, with an average loan amount of
$383,556. This shows that SBA loans are designed to be accessible to small businesses

that might not qualify for larger financing options.

300000 - ---- Mean approval amount= $ 383,555.5

250000 A

200000 A

150000 -

[CTRRTVI-I R VIR [VIC TR

100000

50000 -

0 T T T T T T
0 1 2 3 4 5

Approval amount ($1,000,000) le6

Figure 11: Approved loan amount (in million USD)

Loan terms are generous, as depicted in Figure 12. The average loan term length is 10
years, providing borrowers with extended periods to repay their loans, which can help

manage cash flow and reduce the immediate financial burden on small businesses.

Another critical aspect of SBA loans is the guarantee provided by the SBA, shown in
Figure 13. On average, SBA loans are heavily guaranteed at 66%, which mitigates the

risk for lenders and makes it easier for small businesses to obtain financing.

However, the default rate on SBA loans is significant: our data shows the default
rate is approximately 2-6% across years, highlighting the risk involved in lending to
small businesses. This variability in default rates underscores the importance of the SBA

guarantees in sustaining lender participation.
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Figure 12: Term lengths are generous

7(a) margins

To assess whether the 7(a) program expands credit access, we briefly examine realized
loan margins for banks. While not all loans have matured, we focus on the subset that
has, using these outcomes to calculate rough accounting margins. For each loan [ issued

by bank b, we define the real interest earnings as:

né =7l -Pé (14)

real

where rl_ is the real (inflation-adjusted) interest rate and P} is the principal.

Loan losses are given by charged-off amounts:
)
Iy = Z Pchargeoff (15)
1

We then compute an approximate realized margin for each bank:

o =1

my = Tpé (16)

Margins are near zero on average—and negative for many banks—when guarantees

are excluded. Once SBA guarantees are included, margins rise significantly, with the
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Figure 13: Loan guarantees are large

program-wide average increasing to roughly 4%. This suggests that, for a large share of

recipients, 7(a) loans would not have been privately profitable absent the guarantee.
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9.3 Data construction
9.3.1 Scraping hotels data

We construct a map of local competitors of hotel markets for our analysis.

We use google maps as a meta-aggregator of hotels and motels.An attractive feature
using google for aggregating this information is that we can find many hotels and mo-
tels which are otherwise not available on commercial aggregators, since owners of such
businesses can create their own location without needing to have a business relationship
with the aggregator- google. Another attractive feature We query for "hotels” in the maps

search in every city that has atleast one hotel recipient of SBA loans.

A limitation with using this querying exercise at the city-level is that for large cities,
hotel options are limited to a curated set of N options, where N is bounded by 60. This
means that unless a query looks within a particular cell of a city by zooming into it, we
would only scrape a small portion of the market. While technically possible to capture
competitive effects with a subsample, we lose power and could be biased by selection
into the set of hotels that maps curates.

We solve this by scraping at a fine level of geographic aggregation, corresponding to
a particular 'zoom” within google maps. We scrape over many zoomed cells for large

cities and stitch them together to create a dataset that corresponds to the city.

We use a commercial aggregator of scrapes—Apify—to operationalize this scraping
exercise. We extract data from all these cities for over 5 waves, where each wave corre-
sponds to blah blah. By parallelizing the scraping exercise, and randomizing over the
order of scrape queries, we ensure no selection into data extraction and execute it within
5-6 hours.

A caveat is that in order to create boundaries of cities, our scraper uses nominatim
boundaries. These are not always available or reliable, so we are unable to extract data

for 421 cities. These are typically smaller cities.

9.3.2 Creating hotel markets

City sizes and populations in our hotel geographies range from 8 million to less than
10,000.

We focus on the competition effects of hotels in various markets. Since most con-
sumers select for hotels in a particular area (Mody et al. (2023)) we will operationalize

this by breaking up the largest cities into smaller consumer relevant submarkets.
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Figure 14: Dots represent hotel markets scraped in the 48 states from Google maps by
stitching together sub-city level queries.

We select all cities larger than size 400,000 to be broken up into smaller submarkets.
We impose limits on how small these submarkets can be, the minimum size is 150, 000

and the maximum size is 650,000

We accomplish this in three steps-

1. Break cities into ‘islands’ separated by water bodies.
2. Cluster zipcodes and neighborhoods within islands.

3. Aggregate small submarkets.

As the first step, we break up cities into smaller geographic regions when they are
separated by a water body- a river for example.

Subsequently, we create markets by aggregating up smaller geographic areas. A chal-
lenge here is that there are no standardized geographic units between cities and zipcodes
that are comparable across all cities in the US. So we proceed by constructing our own ag-

gregates from zipcodes. A feature of our data that helps us in this exercise is that many
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Figure 15: Sample town queried for its hotels on Google maps

zipcodes are scraped with neighborhood names, which act as natural pre-clusters for
many zipcodes. These are helpful because they club together areas which are informally
sub-unit of many cities and

We start by combining zipcodes which have neighborhood information together to
give pre-clusters. We just use the individual zipcode as a pre-cluster for zipcodes for
which we don’t find neighborhood information from google. The aggregation is done in
a way to target a certain number of markets depending on the city population (source-
ACS 2019). We change this size from N=2 for cities of size 400,000 to N=10 for a city of
size 10,000,000 people. We fit a logarithmic curve to scale the number of markets across
cities.

We aggregate data up from these ‘pre-clusters’ by using k-means clustering algo-
rithm. The objective function that this algorithm solves attempts to split the geographic
data, based on pre-cluster mean latitude-longitude, into clusters of size n such that the
distance between the centroid of the cluster and each individual unit within this cluster
is minimised. A great advantage of this method is that because our pre-cluster units lie
in a 2-dimensional geographic space, the clustering bins contiguous pre-clusters together
into one unit. This is contrary to some other natural approaches which might seek to
group units together based on other information or with constraints (see below for an
alternative that doesn’t work well). We end up with 2679 markets in our sample with
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Figure 16: Query scraped to fetch information about prices and characteristics

population sizes.

We attempted two alternative ways to create these markets- 1) aggregating up directly
from zipcodes 2) using weight-constrained k-means clustering. The former achieves con-
tiguity, but since it doesn’t incorporate the additional grouping provided by neighbor-
hoods, it often splits zipcodes which should naturally be a part of the same market into
two different clusters.

We tried using a weight constrained k-means clustering approach to balance dual
objectives of having clusters which are together in space, with the added constraint that
the markets we end up constructing are roughly of similar population size. This is an
NP hard problem, for which a simplification exists using min-cut/max-flow algorithms.
However, since zipcodes are very differently populated across space, the constrained
optimisation routine often breaks contiguity by trying to achieve similar bundles of zip-
codes in terms of population. We provide code for these two alternatives as well, since
this could be promising in other settings where aggregation is across units of similar

weight, but the final weight is something we want to balance.

We clean the gathered hotel data across cities to have a dataset which has hotel prices,
address, geolocation (lat/long), star ratings distribution, hotel type.

While doing this exercise, we make use of the many characteristics available for each
hotel from the google query. We extract rich additional information- review tags, ameni-
ties information, as well as information on ‘nearby hotels’. We use the former two to

construct rich covariates to predict gaps in hotel-star type and prices in our dataset. We
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Figure 17: Markets in a sample city—Philadelphia—after the splitting exercise

use the latter to extend the markets that are constructed in our dataset.

9.3.3 Extracting rich covariates

We select additional information on hotels such as the availability of free Wi-Fi, free
breakfast, free parking, outdoor pool, air-conditioned, pet-friendly etc. We also extract
all review-tags, which are NLP extracts from text reviews left by google users for these
hotels. These include keywords such as ‘clean’, ‘comfortable’, ‘desk’,’sheets” which have
additional information about hotels that are unobserved from the hotel listing but de-
rived from customer experiences. We aggregate review tags from all hotels and find
more than 8000 unique tags across hotels. We select the 200 most commonly tagged
ones. Finally, we also extract information from hotel descriptions by bagging the most
common words found in the hotel description. We tokenize the description, remove stop
words and non-descriptors and select top 200 most common words found in the descrip-
tion. Then, we assign a true/false value to whether these words are present in the hotel

description.

For most hotels, not all of these additional information is available so instead of using
this information directly as a rich, but sparse set of covariates, we use it to impute missing

information as described below.

9.3.4 Adding nearby hotels

Google records nearby hotels which are relevant to each hotel queried in our dataset.

It also records prices, address, description, star rating, reviews for each of these. We
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use this additional information to extend our market definitions and include additional
hotels which are present in the market. We do this, by selecting the hotels in this nearby
list that have not already been scraped, scraping latitude and longitude information from
google and subsetting to hotels which have price information available.

We extract additional information about these hotels by bagging the most common
words found in the hotel description. We tokenize the description, remove stop words
and non-descriptors and select top 200 most common words found in the description.
Then, we assign a true/false value to whether these words are present in the hotel de-
scription. We will use these to construct a rich classifier for hotel star categories for some

of these nearby hotels.

9.3.5 Classifying hotel types and identifying franchises

We have a data-field called hotel category available to us from the data collection exercise.
We use this to determine whether an accommodation is of the type "hotel’, ‘motel” or
‘other’, which is a catch all for campgrounds, lodges etc. Since businesses often carry
multiple category tags, we use a hierarchical approach- if a hotel carries a category tag
motel, it’s classified as a motel regardless of whether it has other tags. If the listing
carries no motel tag, but carries a hotel tag, we classify it as a hotel. If neither of these

are true, we classify it as other.

Hotel names in our data carry brand information for franchises. We use this to char-
acterize the ownership structure of hotels in our dataset. We first collect a list of franchise
names derived from (a) SBA loans dataset, which lists franchises, and (b) manually iden-
tifying the most common parent companies and their sub-brands from various internet
sources such as STR demos, Statista and Wikipedia. After constructing a dictionary con-
sisting of 160 main brands (eg. Hilton) and sub-brands (eg. Doubletree), we merge
them with our scraped dataset based on whether the hotel name or description carries
franchise name. Close to a half of hotels in our dataset are a part of a franchise.

9.3.6 Filling in hotel stars and prices

We impute the values of hotel stars and prices for hotels that are missing this information
from our dataset. Nearly 25% of our main scraped data lack price and hotel-star infor-
mation and nearly 40% of our nearby hotels data lack hotel-star information (note that
we already restricted ourselves to the hotels here that have prices). Using the rich infor-

mation collected from review tags, additional amenities information and NLP processing
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from descriptions, we predict the hotel stars and prices.

We use Gradient Boosted decision trees, and XGBoost algorithms. These are ensemble
methods, that use a large number of non-linear classifiers and predictors respectively to

solve a non-linear supervised learning problem.

We predict the hotel star category for the 40% of ‘nearby” hotels data for which the star
category is not mentioned explicitly in the hotel description. We use the remaining data
as a training set and train a gradient boosted decision tree model using 5-fold validation
of parameters tuned over a 3 dimensional grid on- size of the ensemble, learning rate
and depth of the trees. We achieve an in-sample classification rate of 75% accuracy with
no predicted star rating more than 1 star off. We then predict the hotel stars for the rest

of the sample.

Some hotels lack prices, and some hotels lack star ratings for the main scraped dataset.
We first predict the hotel stars using all these characteristics, using a similar approach of
training, validation and prediction as for the nearby hotels. Then, we create 2 additional
datafields- the mean price for a given zipcode and whether or not the hotel stars have
been imputed or not. We use these covariates to train a regression tree model using
XGBoost. We tune parameters using a 5-fold cross validation on a grid search over a 6
dimensional grid- size of the ensemble, learning rate, depth of the trees, minimum child
weight for a tree, subsample size used in model and subsample size used in individual
regressor. We train the model to predict the ratio of hotel price to the average price. This
procedure yields substantial gains over predicting price directly or imputing it simply
using local averages since this procedure incorporates both fundamental differences in
underlying local costs, by taking mean prices, as well as accounting for premia associated

with having other characteristics of the hotel throughout the sample.

These predicted prices are used to construct differentiation instruments.

9.3.7 Collecting Hotel Tax Data

9.4 Local Lodging Tax Data: Sources and Construction

The dataset comes from four inputs: HVS Lodging Tax Report, USA (scope, definitions),
HVS Lodging Tax Report USA, with citytaxes (component rates by urban center), Avalara
Tax Rate Explanation (Avalara guidance on ZIP assignment risk, obtained from firm), and

an Airbnb Lodging Tax Data file that marks platform collection coverage.

HVS provides the backbone; Avalara informs how ZIP boundaries can misstate rates;

the Airbnb file tags short-term rental collection.
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Construction.

1. Compile and normalize HVS. We parse the city tables into a tidy structure with com-
ponent ad valorem rates: state, county, city, and special district, the HVS published
total, and a notes field. Then, we standardize identifiers (state postal, canonical
city string) and put all rates on a common percentage basis. When multiple special
districts apply inside a city footprint, we adopt the urban-center convention and
use the highest applicable special-district rate for totals. Finally, we create the ad

valorem subtotal
total_advalorem — state + county + city + special.

We then compare total_advalorem to the HVS published total. If the absolute gap

exceeds 0.05 percentage points, we flag a reconciliation issue.

2. Handle mixed regimes (excises, minimums, tiers). Many jurisdictions add fixed per-
night excises or minimum charges. We record any dollar fee as excise_per_night.
For comparability, we convert to an effective percentage using a reference ADR of

$100 unless a source gives a city-specific ADR:

excise_per_night

,  with ADR_ref = 100.
ADR_ref

excise_eff_pct = 100 X

For minimum taxes expressed as a dollar floor per room night, we treat the floor
as an excise at ADR_ref and compute the effective add-on the same way. For tiered
schedules (rate depends on price), we evaluate the tier at ADR_ref and retain the

raw tier text in notes.

total_effective = total_advalorem-+ excise_eff_pct and total_advalorem.

3. Enrichand QC. At the end, we attach an airbnb_collects tag in {none, state, local,
both} from airbnb_lodgingtax at the most granular match available. We avoid ZIP-
only assignments when joining to other assets. When a downstream join must use
ZIPs, set zip_risk="'elevated' if a ZIP maps to more than one county or more than

one city in the ZIP master, and zip_risk='low' otherwise.

4. Cleanup We apply targeted state adjustments where statewide frameworks differ
in structure (for example, Hawaii transient accommodations tax layered with gen-
eral excise, Louisiana parish and city overlays) and document each override in a

gc_status note.
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Output. The released table has one row per city with identifiers (city, state_postal),

component rates (state_rate, county_rate, city_rate, special_rate), totals (total_advalorem,
excise_per_night, excise_eff_pct, total_effective), short-term rental coverage (airbnb_collects),
provenance (source_doc, source_page, as_of), and QC indicators (max_special_applied,

recon_flag, zip_risk, qc_status). This structure keeps the HVS methodology intact,

makes mixed regimes comparable on a common scale.

,These tax rates are used to construct effective consumer prices. Since they are common

to all hotels, they act as effective shifters of the value of the inside nest options, giving us

plausibly exogenous variation to identify the nest correlation parameter.

9.5 SBA’s Role in Hotel Financing

The hotel financing structure illustrates the credit gap that 7(a) loans are designed to ad-
dress. Consider a typical 50-room limited-service hotel with approximately $6 million in
total project costs. Conventional lenders finance only hard assets (land and building) at
typical 75% loan-to-value ratios. For a typical $6 million hotel project, this yields roughly
$3.15 million in debt capacity. However, hotels require substantial additional capital
for furniture, fixtures, equipment, pre-opening marketing, inventory, franchise fees, and
working capital reserves—collectively representing $1.5-2 million in non-collateralizable
expenses. With owner equity of 15-25%, a financing gap of $1-2 million emerges. (Hos-

pitality Financial and Technology Professionals 2024).

With typical owner equity of 15-25% ($0.9-1.5M), a financing gap of $1-2 million
emerges. The SBA 7(a) program addresses this gap through its statutory design: the
‘credit elsewhere’ test requires recipients cannot obtain credit on reasonable terms else-
where, while SBA policy prohibits lenders from declining loans solely due to insufficient
collateral. This enables 7(a) loans to provide mixed-purpose financing combining real

estate acquisition with working capital and other expenses.

9.6 Summary Statistics of markets
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N Mean Std Min Median Max

Price 48,779 12499 104.13 2.0 10090  9500.0
Hotel Stars 48,779  2.47 0.67 1.0 2.00 5.0
Number of reviews 48,779 568.53 1986.42 0.0 309.00 129009.0
Average rating 47,288  3.94 0.63 1.0 4.06 5.0

Table 8: Summary statistics for hotels in the scraped dataset

9.7 Two-Part Debt Structure

Hotels face two distinct financing needs: property acquisition and working capital. These
differ fundamentally in collateralizability and lender risk. We capture this through a two-

part debt structure.

Fully Collateralized Mortgage Debt. The first model component finances property ac-
quisition. This debt is fully collateralized and poses no risk to lenders, maintaining a
risk-free price in all states of the world. We model mortgage payments as proportional
to expected profits: mj; = atj;, where 71;; denotes the ex-ante expected profit of firm j at

time t; this object is defined more precisely in the next section.

This proportional specification reflects size-based scaling: larger hotels generate higher
revenues and carry larger property investments. We use expected profits rather than rev-
enue as our size proxy because profits in the model scale closely with revenue, while
providing a more natural state variable for the firm’s dynamic problem. Industry met-
rics confirm that revenue, investment, and profits all scale with physical attributes such

as room count and square footage.*’

This structure reflects the long-term, low-risk nature of real estate financing in the
hotel industry. Its main effect is to reduce the residual cash flow available to the firm
each period. As g, the share of average profit pledged to mortgage payments, increases,

so does the effective volatility of the remaining profit stream. *°

#9See Cushman & Wakefield 2018, American Hotel & Lodging Association 2025

S0Commercial real estate (CRE) loans—such as those used to finance hotel property—are typically long-
term, collateralized instruments with repayment horizons of 10 to 30 years. Many are securitized as
commercial mortgage-backed securities (CMBS), which are considered low-risk in senior tranches due to
high recovery rates and structured servicing. See Trepp (2023), "U.S. Hotel Sector: CMBS Performance and
Credit Risk Trends"; Mortgage Bankers Association (2021), "Commercial /Multifamily Real Estate Finance:
Facts and Figures"; and the SBA 504 Loan Program, which provides fixed-rate, long-term financing for
commercial property acquisition.
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Partially Recoverable Working Capital Loans. The second debt component finances
remaining property expenses and working capital expenses—furniture, equipment, in-
ventory, and day-to-day operations—that are only partially recoverable in the event of
default. We model this as a loan with a constant recovery rate w < 1, calibrated to em-
pirical averages from SBA loan data. Unlike mortgage debt, this loan’s terms vary: its
interest rate increases with firm’s default risk, which in turn depends on w, the firm’s

leverage, and profit volatility.

As firms become more leveraged, credit becomes more expensive and eventually un-
available, forcing exit when losses occur. This margin is the key friction in our model

and the central focus of the policy intervention.

Interpretation and Simplification. This two-part structure is stylized but empirically
grounded. Hotels commonly maintain separate loans for property and operations, with
distinct collateral structures (senior and junior liens) that prevent ex-post blending with-
out restructuring.’! Our setup nests a single partially secured loan (with m; = 0) as a
special case. The key modeling assumption is that the recovery rate w is not under the

firm’s control.

By loading all risk into working capital debt, we capture the economically relevant
distinction: property generates credible collateral while operational expenses do not.
This is where "last mile" lending friction—and policy interventions like 7(a)—matter
most. Mortgage debt will enter solely as a per-period cost, while working capital loans

drive all variation in credit pricing and constraints.

We now introduce the firm'’s profit stream in abstract terms, highlighting the sources
of uncertainty. We will later specify the details of accommodation-side mechanics that

generate it.

9.8 Model Proofs

Natural borrowing bound. Assume:
(a) Lender participation (LPC). For any one-period loan (Lj;, 7j;) issued at ,

Et[(1+7j)Ljs] > (14m) L.

S1See Lodging Staff 2022 for a summary of how hotel lenders structure multiple loan types, including
bridge, mezzanine, and construction financing. Legal structures such as senior and junior liens restrict
collateral to specific obligations, making it infeasible to blend different loans ex-post without complete
restructuring.
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(b) Refinancing feasibility. At t+1 the borrower can always avoid default by raising
new one—period debt; we let it choose the minimal amount needed (never borrow
strictly more than the shortfall).

(c) No-Ponzi (TVC). lim E e i A
" Toeo t (1—|—m)T a

Then, for any ¢, the outstanding principal satisfies the PV bound

o0

]t+s
Z (14 m)s

—nat
= L;

gt - (17)

]t_

Proof. Refinancing feasibility with minimal new borrowing implies the one-step account-
ing inequality
(I +7) Lip < 71+ Li (18)

(equality when 7;;. 1 < (1+rj;)L;; otherwise L;;.1 = 0 and the inequality is slack).
q y jt+ jt) &g i+ q y
Taking [E¢[-] and using LPC,

(14 m)Lyy < Ei[(1+7i)Lir] < Eimjpa + L.

Divide by (1 + m):

Ly < ]Et{”j,tﬂ Lj,t—&-l]

1+m 1+m
Iterating T times yields

T 7T, L. T
L. < E jtts jit+
o= Zl(l—l—m)s (1+m)T
Let T — oo and apply TVC to get (17). O

9.8.1 Debt Limit: Existence and Uniqueness

Proposition 1. A finite period t debt limit L3 exists and is unique for a firm with finite next-

period debt limits Ln;‘i’i, provided the distribution of composite uncertainty 7t;; = nﬁ + né 7T]Ct

is thin-tailed in the following weak sense:

o (1= Fx(0)?
SRl

where Fz(x) and fz(x) denote the CDF and PDF of 7tj; 1, respectively.
Fix a next-period loan cap L; ., € (0,00). Let L’ > 0 be the current loan (maturing
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next period) and ' > 0 the interest rate. Let v be uncertainty with CDF F, PDF ¥,
survival S := 1 — F. This can be interpreted as being the mixture of uncertainty over
types, demand and cost, as they are written additively in the model. Given (L’,7'),
default occurs when

v<v(l,7) = 1+l —n L

max’/

so Pr[default] = F(7) and Pr[no default] = S(7). If default occurs, the bank recovers
a fraction w € [0,1] of face value (1 + r')L’. Write the bank’s fotal expected profit as
E [n_bank(r/, L/I 7_(/)} )
It is convenient to work with per-unit profit:
E [n,bank(r/’ L, 7.[/)]

(L,r") := T =r+F@)(w—-1-7) = SO)r+F@) (w—1). (1)

The dividend requirement

E [nbank(r*, L/, 71'/)}

is equivalently
(L', r*(LY)) = m, 2)

with m > 0.

Profit-maximizing rate and identity. Assuming an interior solution, the FOC oI1/dr’ =
0 and 9v/9r" = L' yield

_ _ 4 N T/ ey . S(v)
0=SW)+(w—-1-r)f(r)L' = (L) = (w 1)+L’f(17)' (3)
Substituting (3) into (1) gives the maximal per-unit profit:
Pk _ o 5(17)2
(L, 7" (L") = (w—1)+ U ) (4)
Hence the dividend requirement (2) is equivalent to
_ 1-F@)* _
w—1+ Ui m. (5)
Tail condition. Assume the mild tail condition
L S(x)?
x11_r>r010 xf(x) (A)

84



This holds for thin-tailed (e.g. Normal, Exponential), Lognormal, and Pareto(a > 0)

distributions.

Existence of a finite current debt limit.

max < 00 and suppose (A) holds. Then there exists L' < oo such that for
al L' > T, max, o II(L', ") < m. Equivalently, the admissible set A = {L' > 0 : 3+ >
0 with TI(L',7") > m} is bounded above, and

Proposition 2. Fix L.

"max
Lj

= sup A < oo.

Proof. Forany ' >0, v(L",r") = (1+7)L' — ' — L > L' — (' + L] ), so 7(L,7") —
co at least linearly in L'. By (4),

S(7)?

L' f(v)

Let x := #(L',7*(L")). Then x — o0 as L’ — o0, and by (A)

I(L,7"*(L")) = (w—1)+

S(7)? S(x)? «x .
= - — — 0 (finite) = 0.

U " g w0 e

Hence lim/ o IT(L',#*(L')) = w —1 < 0. If m > 0, there exists L such that for all

L' > T, II(L,#*(L')) < m, and thus maX,>o II(L’, ") < m. If the interior FOC fails so

that the optimum is the corner ' = 0,

I(L,0) = F@)(w—-1) — w—-1 <0,

L'—sc0
and the same conclusion follows. Therefore L;max < 0. O
9.8.2 Debt Limit: Comparative Statics
Define the maximized per-unit value
V(L; 7, L) = sup TI(L,¥; 7', L ... (CS.3)

>0

The (current-period) feasible set of loans is

A, L om) == {L'>0: V(L; 7', L) >m},

max’/
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and the credit limit is

L;nax(n—// L;;lax’ m) ‘= sup .A(?T/, LglaXI m)

Key monotonicity of the objective. Recall v = (1+ 7" )L"' — 7' — L] ..,

.

E—S'(ﬁ)r’+F'(17) (wW=1)=—f(0)r+f@) (w—1) = f(7)(w—1—7") < 0, (CS4)

since ¥ > 0 and w — 1 < 0. Therefore,

JdIll JIl oJv  JlIl aIl JIll  ov aIl
= = (— > = . =" . (= > 0. .
o’ ov I’ IV (=1) =0, oL . ov JLl. ~—~ oV (1) 2 0. (€S

Hence, for each fixed L' and any 7/, IT is (weakly) increasing in 77/ and L] ,.. Taking

suprema over 1’ preserves monotonicity:
V(L'; 7, LY ) is (weakly) increasing in 77’ and in L, . (CS.6)

Comparative statics of the debt limit.

Proposition 3 (Monotone comparative statics of L., ). Fix w € [0,1] and m > 0. Then:

1. Ll (7T, LY, m) is (weakly) increasing in 7t (higher revenue).
2. Ll (7T, LY o, m) is (weakly) increasing in LY., (looser next-period cap).
3. Liax (7T, LI\, m) is (weakly) decreasing in m (tighter dividend requirement).
Proof. (1) and (2): By (CS.6), for any fixed L/, V(L'; 7, L), ..) > V(L'; 7}, L}},.) whenever

mth, > 711, and similarly for L], . Hence the superlevel set {L' : V(L’;-) > m} expands as

7’ or LI .. increase. Therefore its supremum L}, (weakly) increases.

(3): For any fixed (7, L .,), the feasible set A(7, L., m) = {L" : V(L"; 7/, L1 .\) >
m} shrinks as m increases, so its supremum (weakly) decreases. O
Remarks.

— The argument uses only the sign in (CS.4), i.e. ¥ > 0 and w < 1. No additional

shape restriction on F is needed for these monotone conclusions.

— Identical reasoning shows L., increases in the recovery rate w, since oIl/dw =

F(v) > 0.
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9.8.3 The Space of 1-Period Debt Contracts

Borrowers fund their expenses through successive 1-period debt contracts. At entry
(period 0) or after each period’s profit is realized, the firm matches with a lender and

contracts for debt Lj; at interest rate 7;;.

In their full generality, lending relationships an replicate arbitrarily complex repay-
ment schemes. Formally, for any credit profile c¢j; = (7, H;), a lender i proposes a
lending relationship by offering successive one-period contracts with history-dependent

terms:

M; — {{L;T(ch),r;T(ch)}HT for every history H.)} (19)

To rule out Ponzi schemes, we impose a standard boundary condition on debt: limr_,, [E; {

0. This condition implies finite debt limits at every history: lenders can only offer loans

up to a maximum value L{"**(cj;), equal to the firm’s expected value in gross terms.

This general contract space is sufficiently rich to accommodate rigid amortization
schedules and flexible refinancing arrangements. However, it poses tractability chal-
lenges. Because contract terms depend on the full profit history, the state space grows
exponentially over time, obscuring the link between debt prices and economic funda-

mentals such as leverage, recovery rates, and profit volatility.

We make progress through two simplifying assumptions. First, lenders are identi-
cal and compete perfectly, ensuring that all loans earn exactly (1 + m) in expectation.
Second, borrowers can refinance any one-period loan costlessly with any lender. This
eliminates relationship-specific rents and collapses the general contract space into a sim-

pler structure.

Formally, after period t profit is realized, all lenders simultaneously propose 1-period
contracts based on the borrower’s credit profile cj;. The borrower can freely match with
any lender to obtain new debt L;; and use this new debt to settle the previous obligation
Bj;.

These assumptions place incumbent lenders on equal footing with competitors. If any
lending relationship offers a continuation value exceeding (1 + m) per dollar lent, a rival
can undercut it by refinancing the borrower at a slightly better rate. In any renegotiation-

proof competitive equilibrium, we obtain two key results:

* Identity irrelevance: Loan outcomes depend only on (cj;, Bj;), not on lender identity.
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* Spot Equivalence: Although lenders may offer full menus M; , only the current one-
period term is enforceable. Every long-term debt contract reduces to pricing the

current one-period loan or ‘Spot’” loan.

The second property is crucial. Although the lending environment is dynamic—histories

evolve and continuation values matter—competition ensures that all rents are dissipated.

Equilibrium pricing reduces to a sequence of static, per-period zero-profit conditions.

Lemma 1 (Nodewise zero profit). Fix any credit profile cj; and accepted one-period loan
(Ljt, 7jt) as a part of a lending relationship. Let pj; denote the borrower’s default probability.
Under perfect competition and frictionless refinancing, the loan must break even at every node
Hy:

(A=pj)(A+7ry) +prw=1+m. (20)

Proof. If an incumbent lender earns more than (1 + m) on (Lj, 1), a competitor can
profitably refinance the loan at a slightly lower rate r;; — ¢, attracting the borrower while
still earning (1 + m). This deviation contradicts equilibrium. Conversely, if a lender earns
less than (1 + m) in the current period, they must expect to earn more than (1 + m) in

the future to break even overall—but the same argument rules out future rents. O

This result implies that although lenders price debt based on future default risk and
continuation values, equilibrium competition dissipates all surplus, period by period.
With frictionless refinancing, pricing under dynamic lending is equivalent to a sequence
of per-period zero-profit conditions. This “spot equivalence” mirrors similar results in
sovereign debt models (e.g., Bulow and Rogoff 1989, Kehoe and Levine 1993, Kocher-
lakota 1996) and allows us to solve for equilibrium prices and debt limits recursively.

Importantly, the full dynamic structure remains intact: firms anticipate future prices
when making entry and exit decisions, and lenders price today’s loan based on tomor-
row’s state. Spot equivalence simply removes the need to track relationship-specific
contracts or histories.

9.8.4 Existence and Uniqueness of the Value Function

Bellman operator in our model. Let the state be s = (7,L,H,S) € S. Fix S in this
discussion. With discount B € (0,1), define

(TV)(s) = max{D(s) + BE[V(S") |s], —wL(s) }
where 0 < L(s) < B™ < 00, w > 0,and S’ ~ Q(- | s) is the Markov transition.
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Theorem 1 (Existence and uniqueness in our setting). Suppose:

(i) One—period payoff satisfies a linear growth bound in a shock c: there exist o, k1 with
[D(s)| < xo -+ Kac(s)].

(ii) The shock follows a stable AR(1): ¢’ = pc + e with |p| < 1, E[e] = pe, Ele?] = 02 < 0.
(iii) Default penalty is bounded: 0 < L(s) < B™&X,

Then the Bellman equation V = TV admits a unique fixed point V* in a weighted sup-norm
space, and value iteration V, 1 = TV, converges to V*.

We will show this by using a lemma for bounding the continuation value for the given
problem.

Lemma 2 (Weighted Blackwell contraction under drift). Let w : S — [1,00) and By, :=
{V  |[V]lw < oo} with ||V := sup, |V (s)|/w(s). Assume:

(A1) |D(s)| < Cpw(s) for some Cp < oo.
(A2) (Drift) E[w(S") | s] <aw(s)+bwitha € [0,1), b < oo.
(A3) 0 < L(s) < B™* g0 | — wL(s)| < wB™,
Then T : By, — By and
ITV = TW|lw < Ba||V—-Wl|w VYV, W € By,

Hence T is a contraction (modulus Ba < 1) with a unique fixed point V* € By, and V.1 = TV,
converges to V*.

Proof. Boundedness. For any V € By,
[(TV)(s)] < max{ [D(s)|+BE[[V(S)] | s], wB™} < Cpw(s) + B[ Vl|w (aw(s) +b) V wB™,

50 | TVl < Cp + Ba||V||w + Bb < 0.

Monotonicity. f V. < W, then E[V(S') | s] <E[W(S’) | s], and the outer max{-, —wL(s)}
preserves order, so TV < TW.

Discounting. For any s,

[(TV)(s) = (TW)(s)| _ E[IV(S)) = W(S)| |s]

BRI
w(s) <P "0 < BV =Wl < Ba ||V — W]l

w(s)

Taking sup over s yields the claim. O
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Now, we can prove our original claim.

Corollary 1 (Verification for our model). Under the primitives in Theorem 1, conditions
(A1)—~(A3) of Lemma 2 hold with w(s) = 1+ c%. Hence V* exists, is unique, and is obtained by
value iteration.

Proof (via Lemma 2 and verification). Apply Lemma 2 with the quadratic weight w(s) :=
1+ c(s)?. Assumption (i) implies |D(s)| < Cp w(s) for some finite Cp. Assumption (ii)
implies the drift (Lyapunov) bound

E[w(S") |s] =1+E[(pc +¢)?] < p*(1+ ) +b =: aw(s)+b,

with @ := p?> < T and b := 1 — p? + pu? + 02 < oo. Note that, in our paper, we as-

sume the shocks to be iid, so Assumption (iii) gives a uniform bound on the default
branch: | — wL(s)| < wB™@. Hence the lemma’s conditions hold, so T is a contraction
on (By, || - ||w) with modulus Ba < 1; existence, uniqueness, and convergence follow from
Blackwell/Banach (cf. Stachurski 2009, Ch. 12.2, Stokey, Robert E. Lucas, and Prescott
1989 Ch. 3; for an argument with bounded payoffs). O

Corollary 2 (Comparative statics in profits). Suppose ' > 7t implies for all relevant states s:
(i) D7/ (s) > Dx(s) (larger current profits weakly raise cash flow), and (ii) the nondefault branch
weakly improves (e.g., L™ rises with 7, shrinking the default region). Then the fixed point is
monotone: Vzi(s) > Vz(s) for all s.

Proof. Forany V, (T V)(s) > (TzV)(s) pointwise by (i)—(ii). Iterate the two contractions
from the same Vp; order is preserved by monotonicity, and limits are the unique fixed
points. O

Corollary 3 (Comparative statics in current debt). Fix 7. If two states differ only in L with
L’ > Land (i) D(s") < D(s), (it) —wL' < —wL, and (iii) the nondefault branch is weakly worse
at L', then V(s') < V(s).

Proof. The three conditions make each branch of TV weakly lower at s’ than at s; iterate

and pass to the fixed point. O

Corollary 4 (Monotonicity carries to expectations). Let V (7, L) := E[V(S) | (7, L, others) |
where the kernel Q(- | s) is held fixed. If V is increasing in 7 and decreasing in L pointwise
(Corollaries 2-3), then V is increasing in 7t and decreasing in L as well.

Proof. Monotone functions remain monotone under integration with a fixed probability
kernel: if V; <V, pointwise, then E[V;] < E[V;]. O
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9.8.5 Ex-ante pricing with default.

If hotels have uncertainty over their demand shocks before they set prices, their optimal
price (i.e., the price that maximizes lifetime value) overindexes on the states with low
shock realizations. The intuition is that hotels lose much more value in default, which
is more likely with low demand shocks, than if they set prices too low in states of high

demand shocks.

Let ¢ = q(p, ) with elasticity e = dg/dp - p/q < 0 and 7(p,&) = (p —mc)q(p,E)
so that 7, = q(1+¢&l), where { = (p —mc)/p. Letc ~ D., B = Ly_1(1+1r4_1), and
new-period borrowing be L(p,¢,¢; B) = B — m(p, §) + c. Refinancing feasibility requires
L < LM(p,B), i.e

g(p,&c;B) = L™ (p,B) — B+ n(p,&) —c > 0.

For each ¢, let £*(p, ¢; B) solve g(p,{*,c; B) = 0: if { > ¢* the firm continues, otherwise it
defaults.

State payoffs. If the firm continues,
A(p,G,c) = me(p,¢) —c+ BEVia(Y)], Y =(1+n)L(p,¢ c;B).

Let M(p,¢,c) = BE[Vi41y(Y)] < 0 denote the marginal value of next-period liability. If
the firm defaults, the payoff is B! = —wL; ; (independent of p).

Ex-ante objective and differentiation. The ex-ante value at price p is
P =[], AP @S dzde + [[ B f@)fle) de de

Using Leibniz’ rule with a moving boundary (for each c) and that B4 does not depend

on p,
ac* (p,
Wy = / [/a: ey P8 ) fe(€) 4G + (B4 = A(p, & (p,c),0)) fe & (p.c)) % fe(c) de.
(21)
Compute Ay. Since L = B — 7 + c one has L, = —71, and thus
Ap:np“f‘M%[(l‘i‘rt)L] =Ty [I—M(1+rt)] (‘k)

Let the boundary jump be A(p,c) = A(p,&*,c) — B¥f £ 0. By the implicit function
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theorem, &, = —g, /8¢ with

gp = Liy*(p,B) + mp(p,¢%), gz =1z = (p—mc)qz(p,¢°).

Writing gz = x g with x = dlngq/0¢ > 0 and using 7, = q(1 + &f), the boundary contri-

bution in (??) equals

el Ly (p, B)
plx(p,¢*)  plx(p,¢*)a(p,c*

[ 8.0 fe(& (prc)

)] fe(c) de. (%)

Collecting terms Define the continuation weight, boundary weight, and the two residual
terms:

Q://M*q 11— M1 +r)] fefedede, B= /slfi ¢) de,

Collecting terms proportional to 1+ &/ and the residuals, the first-order condition

becomes
(1+el)(Q+B) + +L, = 0. (%)

Ex-ante markup and “as-if” marginal-cost add-on. Solving for ¢,

1 L 1
EA p _
— - ___F _ _— _“(1+®PB
¢ e e(Q+B) s( + (B 7)) )
Equivalently, writing the Lerner rule as 1+ ¢(¢£4 — AE4/p) = 0, the implied “as-if”

marginal-cost wedge share is
EA
AT Ly ' *)
p e (Q+ B)

This markup is higher for firms which are more leveraged, and for firms with lower

profit, since the cost shock is large relative to their size.

Intuition for individual terms

* Q > 0 captures the usual pricing force in continuation states, scaled down by
1—M(1+r¢) € (0,1] because selling more today raises tomorrow’s debt (and M <
0).

* B > 01is a boundary mass that increases the effective weight on the Lerner kernel.

* and £, adds a wedge when the debt limit relaxes with price (Lmax > 0).
Thus A®4/p > 0 i.e. firms behave as if marginal cost were higher.
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Shadow marginal cost. Let ¢ < 0 be the price elasticity at the chosen price p. Without

credit risk, inverting the demand system recovers the “marginal cost” ¢ = p(1 + %)

However, with financing/default risk, the ex-ante pricing condition can be written as

a Lerner rule with an added wedge summarized by A > 0, yielding

mcshadow — < 1+ A)

14+ -2
PULT —

i.e., the inferred marginal cost equals the standard p(1 + %) plus an additional term % p.

The wedge A rises with leverage (B), with the dispersion of unpriced demand shocks
(Dg), with the dispersion of cost shocks (D), and with the interest rate and debt limit.

Ex-ante markup and “as-if” marginal-cost add-on. Solving for ¢,

1 R+L
EA _ _ - _ p
o= e e(Q+B) )
Equivalently, writing the Lerner rule as 1+ ¢(¢£4 — AE4/p) = 0, the implied “as-if”
marginal-cost wedge share is
APA R+ L,

) (01 B) )

9.9 Model Equilibrium

Market averages and credit profiles. Let Y denote the market-average state summariz-
ing the aggregate conditions used to form expectations (e.g., the number of active hotels,
entry and exit probabilities, and average profitability). We shall suppress the dependence

on time for brevity, but note that these conditions need to hold for all periods ¢.

Each hotel j has a credit profile
cj = (7_(]', 7'[]'),

where 77; is its expected mean operating profit and H; summarizes its operating history

(the statistic used to update beliefs about quality).
Approval rule. Competitive lenders share a common approval rule
L:C—Ry, L7 = L(c)),

which assigns to each profile ¢ € C the largest loan size consistent with zero expected

profit.
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Lenders: Zero-Profit and the Credit Forward Map For a proposed loan L to a borrower
with profile ¢, and a belief about the next-period approval rule £’ (primes denote next-

period objects), the lender’s expected profit at the zero-profit rate r is
E [nlendef(r, Lec| L’)} = (1-p)A+71L + pwL — (1+m)L =0,  (22)
where m is the cost of funds, w € (0, 1] is the recovery rate upon default, and
p =Pr{n < L(A+r) - L'()} (23)

is the default probability, which depends on the borrower’s refinancing ability next pe-

riod under £’ .

A loan L is feasible if there exists an r satisfying (22).
Backward induction operator. Define the operator
Teredit - (C—=Ry) — (C—=Ry),
which takes the believed future rule £’ and returns the current rule given lender beliefs:
Toreait L] (C) = sup{L >0: Irst. ]E[Hlendef(r, Lc £’)] - o}. (24)
In a stationary equilibrium, beliefs are correct and the rule reproduces itself:
L = Tereait|£]- (25)

Prices, Profits, Rollover, Default/Exit, and Entry

(1) Prices (accommodation market). Given ¥, active hotels play Nash-Bertrand in
differentiated products (nested-logit demand). For each j,

p;f = argn})ax sj(p;‘I’) (Pj — C;nc), (26)
i

yielding the equilibrium price vector p*, shares s7, revenue R; = M p]’-‘s]’-‘ (market size M),
and operating profit
T = 7_'(]' -+ 7'[].é — C] + 7'[;-1), (27)

with the distribution of (7t]§, Cj, 7'(7)) implied by ¥ and the demand/cost shock processes.
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(2)Belief consistency (Bayesian updating). Lenders share a common prior yg over

the hidden type ¢; (full support). Here we specify a time subscript for clarity.
For each firm j and date ¢, given history #;; and the model-implied likelihood f(7j |

¢;, Hjt), lenders” equilibrium beliefs are the Bayes posterior:

. o S [ @ H ) piea (@ | Hjroa) ,
il | Hie) = I f (i1 | ¢ Hjr1) pje—1( | Hjr—1) dp’ t=21,

with pio(¢ | Hjo) = po(e).

(3) Debt accounting, rollover, dividends. Let last period’s approved loan be L; at
rate rj; the current obligation is
B]' = (1+ 7’]) L]'. (28)

After us realizes:

if nj > Bj:  D;=rmj— Bj, nonew credit requested; if 7 < Bj: L;eq = Bj — ;.

If approved, the next obligation is B]’- = (1+ r;) L%, where r; is the zero-profit rate

]
req
L7, ch).

]’C

associated with (

(4) Default and exit. Approval uses the rule £. Default occurs iff the required

rollover exceeds the approved limit:
1{default;} = 1{ L9 > £(c)) } . (29)

Upon default, the firm exits and the lender recovers wL]r-eq. Hence default and exit

coincide.

(5) Entry. Potential entrants draw (F,cg, %) from Denyy, finance (1 —s)F with debt,
and post equity sF. Let V(c, B;'¥, £) be the incumbent value. An entrant enters iff

E[V(co,B;¥,L£)] — sF >0, By = (1+79(£)) (1—s)F. (30)
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Value recursion With transitions ¢ — ¢’ (Bayesian updating from #), and B’ =
(14 7") max{0,B — 7},

V(e,B;¥,L£) = E[1{n > B} (1 — B+ BV(c,B;¥,L))
+ 1{mr < B}1{L™ < L(c")} pV(c/, B, ¥, L)
— 1{L™ > L(')}w L™q]. (31)

Market-Structure Map Given (¥, L), within-period outcomes aggregate to next pe-

riod’s market averages via the operator
G: (Y,L)— Y,
defined by
Y = G(¥;L) = CD(e(‘Y; L), 6(¥; L), pricing outcomes under ‘I’), (32)

where ®(-) summarizes how entry, exit/default, and price competition update the market-

average statistics.

Stationary Fixed Points (Two Maps) A stationary Markov (oblivious) rational-expectations
equilibrium is a pair (¥*, £*) such that

L* = Tyeqait| L], ¥ = G(Y*5LY). (33)

All within-period outcomes—equilibrium prices p*, operating profits 77, dividends D, the
default/exit rate 5(¥*; £*), and the entry rate e(¥*; L*)—are those induced by (¥*, L*).
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9.10 Estimation Details
9.10.1 Proofs

Instruments across Time We will show the conditions under which estimation with
lead prices, instrumented with instrument z;,, gives a valid unbiased estimate of price

sensitivity .

The structural equation is
y~t - ,3 ﬁi’ + Iztl

but empirically we only observe f;,, with

Pri2 = Pt +I2.
We use Z;; 5 as an instrument.
Assumption 1 (Relevance). Cov(Z;42, pr) # 0.
Assumption 2 (Exclusion). Cov(Z;;p, %) = 0.
Assumption 3 (Evolution orthogonality). Cov(Z;12,712) = 0.

Proposition 4. Under (1), (2), (3), IV 2SLS estimate using z;.» as an instrument for p; o is
unbiased.

Proof. 1f we estimate
Vi = BPr42 + &, where & =il — Bl o,
by IV using Z; 5, the population estimand is

Y — Cov(Zio,7t) _ Cov(Ziio, PPrro — Plrya +i1t) Cov(Zt+a, i1t) — B Cov(Zr+2, Tt+2)

=B+

- COV(Zt+2, ﬁt+2) COV(Zt+2, ﬁt+2) COV(ZtJrZ/ ﬁt+2)

Under Assumptions 2 and 3, the numerator of the bias term is zero, hence

IBIV = ﬁ provided COV(2t+2, ﬁt+2) 7"é 0.

If 3 fails, the asymptotic bias is

Cov(Zt42,Tt12)
v _ _ t+27 LE42
P P P Cov(Zi42, Pr42)’
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whose sign is sign( — B - Cov(Zs42,T142)).

Remark (ideal but infeasible baseline). If instead one could estimate the correct

equation with f; on the right-hand side and instrument p; by Z;,, then

_ Cov(Ziyo, Bpr + iit)

‘BIV _ COV(2t+2, ﬁt)
COV(ZH_z, ﬁf)

COV(2t+2, ﬁt)

=B+

= under Assumptions 1-2,

and no additional restriction on Cov(Zip,7:42) is needed beyond ensuring a nonzero

first stage via Cov (242, pr) # 0.

Profit Cutoff for Entry

Cutoff formulation. Fix a (possibly m—dependent) fixed cost L(7t) > 0 and define
G(n) := V(m, L(n)) — L(n),

where V(m,L) is the unique bounded value function from the dynamic problem (cf.
earlier results), and recall that V is (weakly) increasing in the current-period profit index

7t and (weakly) decreasing in L.

Proposition 5 (Cutoff equivalence). Suppose G is (strictly) increasing in 7t and there exist
7T < 7T such that G(m) < 0 < G(7). Then there exists a (unique) cutoff 7* € (7, 7T) with

G(*) =0, and G(m) >0 <= m>m"

Equivalently,
V(mr,L(m)) — L(m) > 0 <= 7 > n"

Proof. Since G is strictly increasing and changes sign between 7t and 77, the Intermediate
Value Theorem yields a unique root 77* with G(77*) = 0. Monotonicity of G then implies
G(mr) > 0iff T > 7%, O

Corollary 5 (Constant-L case). If L(7t) = L (constant), then G(rt) = V (7, L) — L is (weakly)
increasing in 7t because V is (weakly) increasing in 7t. Whenever G crosses zero, a (unique) cutoff
m* existsand V(mr,L) — L >0 & > 7%,

Remark 1 (Proportional leverage). For proportional borrowing L(7t) = A with A > 0, we
adopt the cutoff formulation by assuming (and then verifying in computations across many A)
that G(7rt) = V(mr, Art) — ATt is increasing in 7t and crosses zero once. Under these conditions,
Proposition 5 applies, delivering a cutoff rule V(rt,Amt) —An >0 < > 7"
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2-Step Estimation of Fixed Cost Using the cutoff lemma above, we can estimate the

fixed cost L in two steps.

Step 1 (Cutoff in profits). The entry decision follows a threshold rule:
gr(mt+n)>0 < m+ny>7t(L).

Equivalently,
V(r+n,(1—c)L) —cL >0 <= m+n> %,

so Step 1 identifies the cutoff 7* = 7(L) from the observed entry/no—entry outcomes.

Step 2 (Criterion for L). Define the indicator 1{F(7t +#,L) > 0} for entry. By

monotonicity of F in 7, there exists a unique cutoff ¢(L) such that
F(e(L),L) = 0.
Hence
1{F(mt+nL)>0} = 1{m+n>c(L)} = 1{G+n >0}, G:=m—c(L).
The population likelihood is therefore
I(L) = E[1{G+1n >0}] = E[Pr(n > -G | G)].
If 7 ~ N(0,0?) and is independent of 7, then
Pr(y > —G | G) = ®(),
SO

I(L) :E[@(%@)ﬂ.

Reduction. By construction ¢(L) is defined by F(c(L),L) = 0. Once Step 1 yields
the cutoff 71*, the admissible pair (77, L) must satisfy

F(m*,L) = 0.
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If F is strictly decreasing in L, then L + ¢(L) is strictly monotone and hence invertible,

so there exists at most one L* with
F(m*,L*) =0.
Thus, the Step 2 estimator reduces to solving this single equation for L*.
Remark. Normality of # is not required for the cutoff-inversion logic. The normal

assumption is only used to express I(L) in closed form; any distribution of # with strictly

increasing cdf suffices for identification.

Posterior Type from Signal Formally, lenders update beliefs about firm type ¢ using
Bayesian inference on profit histories. With normal shocks to demand ¢ ~ N (0, Ug),
Bayesian updating delivers closed-form posteriors.

2 2 L1 2 [ Ho Lon
2 o i
ot =0+ Y =0T 5t )
i=14 0 i=1Y
where
YL wiR, , 1 L 1
]/lT - T 7 UT — T wl p=—

7
Zi:1 Wi 21‘21 wj

As firms survive longer, type uncertainty shrinks, and inferred ¢ converges toward

the true type. Greater noise in shocks slows this convergence.

Note that, since the variance scales with profit, we need an approximation to obtain

posteriors as approximately normal

Lemma 3 (Local Gaussian posterior with proportional noise). Let a scalar type u (mean

profit) have an (improper) flat prior. Suppose we observe R with heteroskedastic Gaussian noise,
R|p~Nu (cpu)?), op > 0.

Then for realizations R > 0 and in a local neighborhood where yu ~ R, the posterior admits the

Laplace (quadratic) approximation

u| R =~ N(R, (0pR)?).
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Proof. With a flat prior, the posterior is proportional to the likelihood

1 (R—y)z)
l(u;R) x — exp| ——5 |, > 0.

Let g(1) = log(u; R). A second-order Taylor expansion of ¢ about the mode i (which
is f = R+0(1) when R > 0 and 0y is small) yields

)2
g(1) ~ g(p) — gg%—ggz

where we (i) plug in y ~ R inside the variance term, and (ii) note that the curvature from
the prefactor — log u is O(1/R?) and thus dominated by the quadratic term when R is

not too small or 0 is modest. Exponentiating gives the stated normal approximation. [

(i) The result can be read as: with a flat prior, the posterior is (locally) the likelihood,
and if the noise s.d. scales proportionally with the level, one can freeze the scale at the
realized R to obtain a Gaussian NV (R, (¢3R)?).

Lemma 4. The posterior update on a firm's type with history H of profits, with gaussian types
and gaussian demand shocks is approximately gaussian.

Proof. This follows from the above lemma, where the posterior from each location exper-

iment is approximately normal. Then given these signals:

Rilp ~ N, i), 77 = (0pR)*+0%, i=1,..,T.

1

we have the following posterior:

T T
1 R;
Posterior. | {R}", ~ Nur, 03), o072 = o2 + Y. =, wur = a%(“—? + Z—é)-
._ O .

where

. ZiT:1 w;R; > 1 . 1
= =T or = T , w; = RV
Y Wi Y1 Wi (0pR;)% + Ug

ur

]

Local approximation from nested logit to multiplicative profits. In nested logit, prod-

uct j in nest ¢ has mean utility J;; and (idiosyncratic) additive shock ¢j; entering d;; + Gt
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The market share factors as

exp{dj;/(1—0)} (Zkeg exp{dk/ (1 — (7)}>
Silet = , Set = .
JIgt Ykegexp{dk/(1—0)} ST Yo (Ckenexp{du/(1—a) )7

Sjt = Sjlg,t Sgts

Perturb 6 — Jj; + ¢t Using sj; = sj,48¢,+ and differentiating logs;; with respect to J;;

ilg
gives
dlogs; 1
]t pu— —_— . —_— o pu— .
25, —\1 —(7(1 s]|g,t> +\<1 sg,t> Sijgt = Kijt-
within—r:gst effect across-nest effect

Thus, for a shock Cjt,
logsjt(&it) ~ logsy+xi &y = sp(&je) =~ 8 e,

With R = pjMssjy and 7tj; = mjiRjy, holding pj; and M; fixed (or absorbed by time
effects) and taking markups m;j; locally constant,

log 7t (8jt) ~ log Wi+l = mu(G) ~ 7jeich.
Hence the first-order approximation is 7 &~ 7;(1 + «;{j;), where the multiplier

1
Kjt = —1 — 0_(1 — Sj\g,t) + (1 — Sg,t)sj\g,t
is the semi-elasticity of logs;; to an additive utility shock and depends on the nested-logit
substitution structure (shares and o).
If &y ~ N(O, Ug) and «j; varies slowly across j,t (or is well-approximated by a com-
mon «), the implied multiplicative form yields a constant (or approximately constant)

coefficient of variation:

2 2
CV(7t]~t) = \/€""’¢ =1 ~ constant across firms.

Local Linear Approximation from Demand Shocks We estimate our model, assuming
that the additive profit terms 77z and 714 scale linearly with mean profit 77. The follow-
ing lemma can be used as a basis for internal consistency, so that the following linear

assumptions are consistent with our demand model.

Lemma 5 (Linearized revenue response). For a perturbation e to product i’s mean utility, the
revenue admits the first—order approximation

Ri(8i+&0_;) ~ Ri(8;,0_;) [1+ Aye],
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where

A — dlnsj; . 1- USi|gt — (1 - U)Si|g,tsg(t),t
v, 1—0 '

For small s;, ; and s;t,

A — 1 o
it s ] _O_Si\g,t _Slt+0<si|g,trszt> .

Setting o = 0.65 yields

1
Aip = 035 = 2.857 with first-order correction —1.857s;,; —

then A;; € [2.76, 2.86).

Sit-

In particular, if s;,; < 0.05 and s;; <'s

i|g,tr

1 o Sg(t).t
/\ii ~ — — .
-0 (1-o0)ng ng

This approximation represents our markets well.

Note that we impose this linearity during estimation, and while running counterfac-
tuals, we draw profit perturbations using these estimated linear models. This means that
the empirical setup is fully self-consistent across our estimation and results. Through
above, we argue that this assumption is also approximately consistent with our demand
model.

9.10.2 Inverting Revenues to Obtain Prices

Let R; denote firm j’s revenue and p; represent its price, which is the object of interest.
We will suppress dependence on time.

For 2010-2019, prices are solves from from revenues by solving:

R;/p; si(p)

si(p) = =—2"—, C—me; = ———————, 34
P Y Ric/ pr Pi J ds;j(p)/dp; 54

which defines | equations in | unknown prices.
We solve the system via dampened Newton’s method, where a candidate vector of

prices is used to obtain shares as given above. Using those shares, we obtain an implied
vector of prices from the markup equation. Equilibrium prices are such that the two
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vectors are (numerically).

We solve for the zero of this fixed point using Dampened Netwon’s method, where the
jacobian is calculated approximately using numerical derivatives. We use a dampening
parameter of 0.6. The procedure achieves convergence in over 98% of market-years within
20 iterations.

9.10.3 Model Solution Details

Stage 1: Solving for credit terms We discretize the state space along four dimensions:
(0g,0¢, 7, t), where t indexes firm age from entry through ten periods of operation. For
the uncertainty parameters, we use a 20x20 grid: o, ranges from 0 to the 25th percentile
of mean profit (capturing the scale of operational cost shocks), while o, ranges from
0 to 0.8 standard deviations of mean profit (capturing dispersion in permanent types).
For the profit dimension, we use 40 points spanning the empirical profit distribution,
with 20 points concentrated in the bottom quartile to capture small firms more precisely.
For the type dimension, we approximate the continuous distribution using three-point
Gaussian quadrature, so each profit level has three possible associated types. With all
cost parameterizations being normal shocks, the implied posterior distribution over types

remains approximately normal (see Appendix (9.10.1).

For each combination of profit, type, and age (across the o — 0. grid), we compute
equilibrium debt limits and interest rate schedules. Both credit terms vary with firm
age as lenders learn about types through observed profit histories. Numerical solution
details are provided in Appendix (9.10.3)

Now we provide some computational details of the solution for each profit.

Debt Limits and Interest Rates The model for debt limits and interest rates is solved
separately for firms with different 7r. We start by a grid of firms, which is denser for
smaller firms. Then, model solution proceeds backwards in the following steps:

1 First, we solve a single fixed point problem where L" = L'. This is analogous to
a no-ponzi condition, in the infinite future, firm debt limits stay bounded as all

uncertainty is revealed, and there is no difference between lenders” information set
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across periods. 2
E[72%(+*, L/, L, )] =mlL/,
L/=L;max
2 Then, assuming debt limit for the f, we solve for the debt limit with period t —
1, assuming the lenders’ distribution of uncertainty around firm is 9.10.1, with
lenders” weighted mean being this profit.

3 Proceed backwards, until we have period 0 debt limits.

Stage 2: Debt transitions and exit probabilities : Given credit terms, we construct
the debt transition kernel and compute exit probabilities. The kernel describes how the
firm’s debt evolves stochastically over time: from any current debt level, profit realiza-
tions determine whether the firm repays, rolls over debt, or defaults. By tracking these
transitions, we can compute the probability that a firm starting with given initial debt

will exit in any future period.

The key object is Kjt(Lj¢+1 | Ljt), which describes how current loan demand Lj; evolves

to next-period loan demand Lj;1:

1-— Fnjt((]‘ + rjl’)th)l if th+1 = 0,
fry (L +7j)Ljt — Ljry1), if Ljgyq >0

Kit(Ljty1 | Ljt) =

(35)
where fr, is the density of realized profit. If profit 7rjy > (1+7j;)Lj, the firm repays in
full and demands no new loan; otherwise, it rolls over the shortfall Lj;, 1 = (1+ r]t)L]t —
TCjt.
Now, we can recursively apply the transition kernel to compute the distribution of
debt in future period t from an initial debt Ly, in period ty. Let I';;(L | Lt,) denote the
probability that the firm has debt level L in period ¢, conditional on starting with L;, and

surviving to t. This evolves recusively according to:

Tiper (L | Lyy) / 4(L' | L) - Ty(L | Lyy)dL. (36)

Finally, we can calculate the period-t exit probability is the probability that debt ex-
ceeds the credit limit:

pi(Liy) = /rjt(L | L) - 1{L > Ly}, dL, (37)

>2This follows from the posterior we derived above. Numerically, this is solved as a zero for the following
equation, where r* solves for the firm first order condition, also solved using root-finder.
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where Lj; is the period t credit limit. This captures how firm characteristics (age,

profit history, current debt) interact with structural uncertainty to determine exit risk.

Stage 3: Firm value functions. The lender’s problem provides two inputs for com-
puting firm values: (i) interest rate schedules that map loan demand into obligations
Bji11 = (1+7rjt)Ljt, and (ii) the transition kernel from equation (35). We solve for values
in two sub-steps.

First, holding market structure fixed, we compute the value function on a finite grid
of (71, B) states using a contraction mapping (Appendix 9.8.4). A key computational
insight exploits linearity: instead of solving at each profit realization, we solve for the
ex-ante expected value function, which reduces to a system of linear equations solvable
in closed form ( cf. Hotz and Miller (1993b)). This is described below.

Linear Solution to (Expected) Value Function The value of a firm with mean period

profit 77;, outstanding debt Bj;, and realized cost shock Cj; is
V(mj, Bjt,Cjt) = max{0, mj — Bjy —Cit} + BE[V(7), Bji+1,Cit11) |,
where next period debt is
Bjty1 = (1+7) max{0, Bj; + Cj; — 7;}.
Taking expectations yields a fixed point in the expected value:
EV(m;, Bjt, Cjt) = / (max{O, i — Bjy — ¢} + BEV (7, Bj,t+1(Bjt/C),Cj,t+1)> fe(c)de.

To compute this object, we discretize debt and shocks. Suppress time and write
EVj(B) := EV(7;,B,C). Let { B¢ }£_; be a grid for debt and let {(cy, wy )} ; be a discrete

approximation to C with weights }_,, w,, = 1. Define the debt transition mapping
T(B,c) = (1+7r) max{0, B +c— 7;}.

Then the finite-grid approximation to the expected value at By is

M
EV;(By) = Z Wiy [max{O, 7j — By — i} +ﬁEV]~(7'(Bk,cm))].

m=1
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Let A(B) € RX collect the current-payoff terms with kth element

M
Ag =) wy max{0, 7j — By — cu},

m=1
and let W € RX*K be the (row-stochastic) transition matrix induced by 7 and the shock
weights:

M
Wy = Z W ]l{T(Bk,cm) S Bg},
m=1

where {B,} partitions the debt grid (with interpolation if desired). Stacking EV;(By) into
the vector EV(B) € RX, the fixed point is linear:

EV(B) = A(B) + BWEV(B).
Hence the expected value admits the closed form
EV(B) = (I—BW) ' A(B).

Intuitively, the value is the discounted sum of current payoffs A propagated through the
debt-transition matrix W. This expected-value formulation delivers an analytical solution
for the finite-grid approximation, in the spirit of expected value iteration (cf.Hotz and
Miller 1993b).

Cost MLE via Differential Evolution and BFGS We maximize this using global search
via differential evolution to avoid local optima, followed by local refinement with BFGS
for precise convergence. Standard errors come from a parametric bootstrap with 100

replications, where we re-draw 77" and re-solve the model in each iteration.
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9.11 Non Parametric Identification

We show some results under which the underlying distribution of costs C is non-parametrically
identified.

The core idea behind these identification results is simple. Default probabilities and
debt transitions are threshold rules: once you know the debt level and revenues, whether
the firm survives depends only on shocks crossing a cutoff. By varying debt L or profits
7t, we shift that cutoff and therefore trace out parts of the underlying shock distribution
C. As profits 7 grow arbitrarily large, the debt limit L™®*(7r) expands, so the observable
support of C also expands until the full distribution is revealed. With symmetry, the
negative side is pinned down as well. In short, debt dynamics act like repeated “location
experiments” on C, and observing how exit probabilities respond to different (L, 7r) pairs
is enough to non-parametrically recover the shock distribution.

Theorem 1. If L™®(71) — oo as m — oo, and m is known, then C is non-parametrically

identified from the transition measures T(Lj;, Lj;—1, 7Tj).

Proof. Fix a starting debt principal L for a firm with expected profit 7. From the

transition measure, we can infer the probability of default for the given firm, (L, 7).

The interest rate set by the lender solves
Bl(1+r)(1—E(L,m))+6E(L, m)|]L—L = mL.

Knowing r determines the next period debt liability, L’ = (14 r)L. Once L’ and 7 are
known, uncertainty in the next period’s liability comes entirely from next period shocks.

This links the transition measure to the shock distribution:
T(L',L,w) = fe(L'+m—(1+r)L).

L' is bounded above by L™¥(7r). By continuity of 7, we can find L such that (1 +
r)L — 7t = 0 for every 7. Call this L* (7).

Varying 7, and starting from L*(7), we identify a region of support of f¢:
T(L',L*(n), ) = fe(L'),

which ranges over [0, L™¥(7r)]. As 1 — oo, by assumption L™¥(71) — oo, which identi-
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fies the entire positive part of the distribution. If C is symmetric, it is fully identified.
Similarly, transitions T(L™%, 0, 7r) identify the negative part of the shock distribution,
up to sup_ (L™ (mr) — ). Negative shocks beyond this range are not observed, since
they move debt from the maximum level back to zero. O
Intuitively, the idea is that by observing transitions starting from “just enough debt
to break even,” and then letting profits 7t grow arbitrarily large, we stretch out the ob-
servable support of shocks until the whole distribution is revealed. Symmetry then lets

us recover the negative side.

Theorem 2.1. If m is known and we observe exit probabilities £(L, 7t) for profit types
7t from debt endowments L, and if L™¥(71) — co as 71 — oo, then C is non-parametrically
identified.

Proof. Given £(L, i), the interest rate satisfies
Bl(1+r)(1—E(L,m))+6E(L, m)]L— L =mL.
Exit probabilities are related to the CDF of C by

1— F (L™ () + w1 — L1+ 7)) = &(L, 7).

Varying L, the derivative gives

fe(L™(mt) + m—L(1+7)) <r + id—f> _ 4 E(L, ).
dL
At L*(7t) where L*(71)(1+r) = m, we identify fo(L™®), since r(L, ) is known.
Letting T — oo (so L™®(7r) — oo) identifies the positive support of C. Symmetry then
gives the full distribution. O

The intuition is that exit probabilities directly reveal the CDF of shocks at a shifted
argument. By perturbing debt levels L, we shift this cutoff and trace out the density fe.

Large profits 7t expand the observable range until the whole distribution is pinned down.

Theorem 2.2. If m is known and we observe exit probabilities £(L, 7t) for a fixed L
across all profit types 7, together with L™®(7r), and if L™®(7r) — oo as 71 — oo, then C

is non-parametrically identified.
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Proof. Given £(L, 7t), the interest rate solves
BlA+r)(1—E(L n)+6E(L,7)]L—L=mL.
Exit probabilities satisfy
1—F (L™ () +m—L(1+r)) =&(L,n).
Differentiating in 7,
—fe(L™ () 4+ 7t = L1+ 1)) (L™(0) +1- L(1+ 4£)) = &L &(L, 7).

Starting from L = 0 and letting m — oo, the assumption L™®(7r) — oo identifies the
whole distribution C. O

The intuition here is parallel: varying 7t while holding L fixed changes the default
margin, and observing how exit probabilities respond allows us to back out the shock
density. Again, very high profits stretch the support to infinity, so the entire distribution
is revealed.

Corollary 2. Any analytic parametric distribution of C is identified by observing
either (a) £(L, ) for a set of (L, 7r) of positive measure, or (b) (£(L, ), L™*(m)) for a
tixed L and a set of 7t of positive measure.

Proof. The arguments above show f¢ is identified on a set S of positive measure.
Choose x € S and a ball B(x,r) C S. By smoothness of C, one can take derivatives of f;

at x. For an n-parameter family, these provide n moments to identify the distribution. [

Here the intuition is that once you can pin down the density on a set of positive
measure, smoothness ensures that the whole parametric distribution is pinned down by
matching derivatives (moments).

Optimal Planner Award Scheme

We propose a social planner’s problem that allocates awards under different welfare
weights on consumers and producers. Let the planner’s per-period payoff be
R(s,aj,a_;) = ACS(s,a;,a_;) + (1 —A)PS(s,a;,a_;), A e (0,1], (38)

where CS and PS are consumer and producer surplus. Let P(s) be the proposed

policy instrument, which denote an award scheme that assigns 7(a) awards according to

110



a probability distribution over states s. The social planner weighs welfare gains against
the expected fiscal cost from guarantees C(s,a;,a_;, P(s)) in state s = (6;,_;) given award

status a;,a_; under scheme P(s).

Holding the scheme P fixed, the continuation value from (s, ;) satisfies
V(s,a;,a_;) = R(s,a;,a_;) + ,B/ s',a;,a" ;)Q(s" | s,a;) (39)

where the transition kernel Q(- | s,4;) embeds how the award a; shifts credit terms,

default hazards, entry, and hence future market structure ((51(, S i)

Equation (39) makes transparent that the value of an award has a current component
via (38) and a continuation component via Q, i.e., by lowering exit risk of an awarded firm
and altering future competitive structure. Lender maximizes V (s,a;,a_;) — C(s,a;). We
describe the optimal solution to this planner’s problem in detail below.

While the full dynamic optimization problem is computationally intractable due to
both the high-dimensional state space and the complexity of value calculation, we can
extract key economic insights from this formulation. > Efficient award allocation should
focus resources where they generate the largest welfare gains per dollar of expected
government recovery payments. Additionally, the value of supporting a firm depends
not just on immediate effects, but also on whether that firm survives long enough to

generate ongoing benefits through continued operation.

See now, the details of the optimal solution below.

Award scheme. Let a cell be indexed by incumbent-rival types (¢;,¢_;). A scheme P

assigns a lifetime award at the time of entry:
a; ~ Bernoulli(P(¢;, p_;)), a; € {0,1}.

Awards affect credit terms (limits, interest), default hazards, and hence entry, exit, and

future market structure.

SThree factors make exact optimization infeasible. First, the state space of possible award configurations
grows exponentially—with just 2 profit levels and 10 possible award levels, the number of award schemes
exceeds 10'°. Second, even for a single award scheme, calculating values requires simulating many paths
since the transition probabilities that determine payoffs are sparse and dispersed across states. Third,
determining whether a scheme is feasible requires solving for equilibrium costs, which are themselves
endogenous objects.
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State, dynamics, and objective. Let s denote the industry state (incumbent types, award

statuses, debt states, etc.). Given a scheme P, value satisfies the Bellman equation
VP(s) = Rp(s) + BY_Qp(s' |'s) VF(s), (40)
s/

where Qp is the law of motion induced by firms’ entry/exit/default under P, and Rp(s)
is the planner’s per-period payoff. Define the discounted visitation (occupancy) measure

AP(s) i= (1-B) L B'Pr(s =5 | P),

t>0

so that the planner’s objective can be written as
W(P) = Y AP(s)Rp(s).
S

Sensitivity (Gateaux derivative). Consider a perturbation P; = P + ¢H, where the di-
rection H is concentrated on a single cell (¢;, ¢_;). Differentiating (40) yields the standard
sensitivity identity:

d

S

= ZAP(S){DIJRP(S)[H] + ,BZDpr(s’| s)[H] Vp(s’)}. (41)

e=0 5

Decomposition into entry, award, and survival channels. Fix a current state s (with
rival profile ¢_;), and a candidate entrant of type ¢;. Let E;(s; P) be the entry probability
under P and let

AW™(s;¢y) := E [RP(S +enter{~") — Rp(s + enter?zo)}

be the current (within-period) payoff difference from awarding the entrant, conditional
on entry. Define the entrant’s next-period survival gain from the award, AS;(s'|s) :=
Si(s'|s,a;=1) — S;(s'|s,a;=0), and the rivals’ aggregate survival change, AS_;(s'|s) :=
iz [Sj(s'|s,a;=1) — S;(s'|s,2;=0)]. Let QF (s') := E[VP(s' | j survives) — V' (s’ | j exits)]

denote the option value of survival for firm j. Then the continuation term in (41) can be

112



written as
Ei(s; P)

P, E [VP(S’ | enter;) — V(s | no enter)}

BYLDeQe(s'| 5)[H] VF(s) = ﬁap(

J/

-~

(A) entry mass

+ BE;i(s;P)E [Vp(s' | a;=1, enter;) — VP(s' | a;=0, enteri)}

/

(B) award?r%x at entry
+ BEi(s; P)E[AS;(s']s) - O (s)]
©) entra;; survival

+ BEi(s; P) E[AS_i(s']s) - ﬁlii(sl)l’

-

(D) rivals’ survival

=P . . . .
where ()_; aggregates rivals” option values. Term (C) makes explicit that a lower future
hazard (higher survival) for the award recipient raises the marginal value of awarding
via QF.

First-order condition (cellwise). With a cell-specific marginal expected cost «(¢;, p_;),

the optimal scheme equates marginal benefit and marginal cost:

ZAP (){Ei(s; P) - AW (5; 1) + (A) + (B) + (C) + (D)} = x(¢i,p—i) -

Under a global budget, replace x with the common shadow price and obtain a bang-bang

rule across cells.
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